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Abstract

In porous burners, the flame thickness can be smaller than the pore size, re-
sulting in sharp and locally-anchored flame fronts. The presence of such
steep gradients at the pore level is a major hurdle for the derivation of
volume-averaged models, particularly for the highly non-linear reaction rates.
With the intent to address the difficulties associated with volume-averaging
for porous media combustion, this work makes use of 3D Pore-Level Di-
rect Numerical Simulations including conjugate heat transfer and complex
chemistry in burners of finite length. These detailed 3D simulations are
compared to their 1D volume-averaged counterpart, with effective properties
estimated directly on the computational domains and of identical thermo-
chemical scheme. Discrepancies in terms of burning rate, profiles, and «a
priori analysis on the reaction rates are discussed. Various pore sizes and
geometries are considered. At the pore level, it is shown that preheating,
wrinkling and wall quenching are the three main factors driving the global
burning rate. Importantly, hydrodynamic dispersion is shown to have an in-
direct role on combustion processes. From the observations of combustion at
pore scale, a new closure for reaction rates based on a flamelet assumption is
proposed. It accounts for flame wrinkling and eliminates the unwanted effect
of hydrodynamic dispersion on burning rate.
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model, flame wrinkling, dispersion
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1. Introduction

The combustion of a gaseous mixture in an inert solid matrix, referred to
as Porous Media Combustion (PMC), is known to increase consumption rates
and broaden flammability limits. On the lean side, it enables a substantial
reduction in CO and NOx emissions [1]. The main mechanism underpinning
this performance is an upstream recirculation of enthalpy from the burnt
to the fresh gases through the solid matrix, which enhances combustion ki-
netics [2]. Though the general principles of PMC and main trends are well
understood, the derivation of modelling strategies for the design of indus-
trial burners is still an active field of research. The most popular framework
for the numerical simulation of large-scale systems is the Volume-Averaged
Model (VAM). The strongly inhomogeneous, non-linear and co-dependent
phenomena such as convection, diffusion, conjugate heat transfer, chemical
reactions and radiation are all modelled to some extent using VAM, but they
show inconsistent agreement with experiments. As recognized by many au-
thors [3-6], this is mainly due to the incomplete knowledge of combustion
processes at pore level, which drives the recent experimental and numerical
efforts dedicated to characterize PMC at this scale. One of the main open
questions is the structure and modelling of the reaction zone embedded in
the solid matrix.

On the experimental side, the opacity of the solid makes non-intrusive
diagnostics of the internal flame structure notoriously difficult. 1/2D meth-
ods such as coherent anti-Stokes Raman scattering [7, 8] or laser-induced
fluorescence [9] were attempted, but these require the creation of an artifi-
cial /intrusive small gap in the solid matrix or very large pores for optical
access. Interestingly, the presence of local temperature maxima along the
burner direction was reported in [8], suggesting the existence of non-planar
flame fronts. A fairly direct measurement method was proposed by Dunnmon
et al. [5] who used krypton as a gaseous adjuvant to reconstruct 3D fields
related to the temperature via X-ray tomography. Although the method
still suffers from large uncertainties, it could be also assessed that the com-
bustion front is largely non-planar and distributed among the pores. More
recently, Fursenko et al. [6] sandwiched a 2D packing of spheres between two
quartz plates to visualize directly the oscillatory nature of the flame under
filtration combustion. Again, sharp and distorted fronts were observed in
the voids. Those experimental strategies, although imperfect, remain more
promising that the more classical, 0D and intrusive diagnostic using thermo-



couples inserted within the porous voids [10, 11], which have a tendency to
filter out short-scale variations due to strong radiation, physical extension of
the probes and spurious contact with the solid matrix.

On the numerical side, some Direct Pore-Level Simulations (DPLS) have
been performed to study the internal structure of PMC. Those are summa-
rized chronologically in Tab. 1, where the use of complex kinetics, radia-
tion, mesh resolution and domain sizes are reported for comparison. In 2D,
Sahraoui and Kaviany [3] were the first to propose DPLS in regular arrange-
ments of square rods, followed by more recent works [12-15]. These studies
reported non-planar flame fronts, and some discrepancies between volume-
averaged models and simulations were underlined in [3]. However, a realistic
simulation of intra and interphase heat transfers requires the third dimension
of space. In 3D, Bedoya et al. [16] presented a joint study of cylindrical and
conical burners, in order to compare 1D VAM, 3D DPLS and experiments.
Because of differences in the modelling assumptions, no conclusions on the va-
lidity of the volume-averaged model itself could be given. Billerot et al. [17]
presented the first reacting simulations in regular diamond-based lattices,
and reported large pore-scale inhomogeneities. Yakovlev and Zambalov [18]
computed unsteady filtration combustion in a packed bed of spheres, showing
good qualitative agreement for temperature profiles against experiments. Shi
et al. [19] followed through with a similar study, and compared the results to
a volume-averaged model. Good agreement was observed, but since the tran-
sient displacement speed of the front in filtration combustion mode is mostly
governed by a global energy budget [20], these results are less sensitive to the
modelling of the reaction rates. Recently, Yakovlev et al. [21] presented sim-
ulations of a thin-layered radial burner and found large, finger-shaped flame
fronts within the porous matrix. From Tab. 1, several modelling trends can
be pointed out. First, the spatial resolution is sometimes rather loose in
order to cope with the computational cost on large domains. This may be
an issue for the accurate representation of the flame fronts. Also, single-step
kinetics dominate the literature, which may hinder the accuracy of the re-
sponse to preheating [22]. Last but not least, radiation has been increasingly
included in the microscopic models. However, whilst it is undeniably an im-
portant mode of heat transfer affecting the large scales and consequently the
burner operating range [23], its influence on the flame front at the pore level
is negligible.

In the works reported above and more generally in the vast majority of
the literature on PMC, pore sizes are typically larger than the flame thick-



ness, giving rise to sharp, locally-anchored flame fronts, very similar to the
ones classically found in the wake of bluff bodies or injectors. This may have
important consequences regarding VAM. First, this observation is a blatant
violation of the length-scale separation between micro and macro-scale gra-
dients required for upscaling procedures [24]. Then, there is the implicit
assumption that the flame front is locally planar, though both experiments
and pore-scale simulations suggest otherwise. Additionally, VAM usually
oversee the response of flame fronts to stretch, curvature, non-homogeneous
preheating or near-wall quenching taking place in the interstitial flow at the
pore level. Finally, though some classical assumptions of VAM for PMC are
well documented, such as a interphase heat exchange, or the existence of an
effective solid conductivity, the role of hydrodynamic dispersion within PMC
remains unsettled. Although dispersion undeniably occurs within porous
burners, its macroscale modelling through an increase in diffusivities yields
a flame acceleration in the VAM, which has not yet been linked to the pore-
scale combustion processes.

Fundamentally, these points are related to the commutation errors be-
tween the averaging procedure and the pointwise operators, suggesting an
analogy with the modelling issues encountered in turbulent combustion. Con-
sequently, an appropriate closure for the strongly non-linear reaction rates
seems in order to retrieve the global burning rate. Unfortunately, to the
authors’ knowledge such closure model has not yet been proposed for PMC.

By means of 3D DPLS and associated VAM simulations for various pore
sizes and geometries, this paper addresses the modelling difficulties of volume-
averaging for porous media combustion - when the pore size is larger than the
flame thickness and for steady-state conditions. It is shown that, even when
the VAM is fed with effective parameters estimated directly on the simulated
domains, large errors regarding VAM predictions for flame acceleration and
spatially-averaged profiles are observed. The factors driving burning rate
locally, such as flame surface density, preheating, wall quenching and stretch
are investigated. Eventually, based upon a flamelet approach at pore scale,
this study leads to the formulation of a new macroscale model for reaction
rates.

The paper is organised as follows. In Sec. 2 the 3D DPLS are presented,
as well as the corresponding VAM. In Sec. 3, the effective properties fed in
the VAM are computed, and the pore-level structure of the submerged flames
is described. In Sec. 4, the relationships between the DPLS and the VAM
are investigated - notably in the perspective micro vs. macroscale burning
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rate. Eventually, Sec. 5 presents an attempt at closing the gap between the
DPLS and the VAM through a closure model for reaction rates based on the
observations from the DPLS.

2. Microscopic and macroscopic models

2.1. 3D Direct Pore-Resolved Simulations
2.1.1. Computational domains

3 mm 6 mm

Figure 1: Computational domains. Flow from left to right.

With the idea of studying independently the influence of variations in
pore size and topology upon volume-averaged modelling, five different com-
putational domains are considered: R2, R1, D4, D2 and D1, as depicted in
Fig. 1. Their general characteristics are given in Tab. 2. The mean porosity
€ represents the mean void fraction within the porous structure and L is the
length of the solid matrix. The domains comprise gaseous inlet and outlet
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Table 1: Literature review of DPLS for porous media combustion.

solid heat transport

Ref. Study C(:)mp.lex Mesh|  Domain Radiation
kinetics | (pm) (mm)
Sarhaoti and 2D DPLS and 1D VAM
Kaviany [25] staggered arrangement No N.A. ox1.5 No
Y of square rods
Hackert 2D DPLS in tubes
ot Zf [12] and discrete plates No 40 20x10 Yes
' with/out heat losses
Yamamoto 3D DPLS
ot al. [26] regeneration process of No 250 50x10x10 No
' diesel particulate filter
Bed 1D VAM, 3D DPLS divergent
ot ;1 Oﬁ%] and experiments for No 160 |65x(in: 1.1x9 No
' various burner geometries — out: 28x9)
Jouybari 2D RANS
Y staggered arrangement No N.A. 100x2.5 No
et al. [27]
of square rods
3D DPLS packed-bed
Dixon [28] steam reforming No >1200| cyl. 650x150 No
homog. /heterog. react.
Sirotkin 2D DPLS packed bed
et al. [14] SPH filtr. combustion No 160 40x20 No
Vakovlev 3D DPLS unsteady
ot al. [18] packed-bed Yes < 500| 35x35x100 | Yes (gray)
' combustion
Billerot 3D DPLS
in lattice-based No 40 |42.5x1.2x1.2 | Yes (gray)
et al. [17] di
porous media
Liu 2D DPLS two-layered
ot al. [15] packed-bed No > 200 5x140 Yes (gray)
' combustion
Shi 1D VAM and 3D DPLS
ot al. [19] packed-bed reactor No ~ 500 cyl. 353x38 Yes
' filtration combustion
Fereuson 2D DPLS packed bed
& Delaunay network for Yes < 100 40x20 No
et al. [13]

regions of respectively 3 and 6 mm. The letter in their denomination refers




to their type of matrix topology. R geometries consist of Reticulated struc-
tures typical of porous burners - see for instance [16, 29] - acquired through
X-Ray tomography (device: EasyTom XL, source: Hamamatsu MicroFocus,
scanning parameters: 170kV, 120 pA, 2200 images/turn, achieved resolution:
17pm). D geometries consist of regular lattices obtained from the Diamond
triply-periodic minimal surface:

(1)

solid region <= sin(kx)sin(ky)sin(kz

) )sin(
+sin(kx)cos(ky)cos(kz

) Jeos(

) )sin(

( ( )

( ( )
+cos(kz)sin(ky)cos(kz)
+cos(kx)cos(ky)sin(kz) > t,

where k is the spatial wavenumber and here ¢ = 0.27 yields a mean porosity
€ near 0.6. Similar regular geometries were studied experimentally in [30].
The associated numeral (1, 2 or 4) refers to their approximate mean pore
diameter d_p in mm, computed by a local thickness filter on the final geom-
etry. Fig. 2(a) shows the distribution of pore diameters and its mean value
for the five cases and Fig. 2(b) plots the longitudinal evolution of volume-
averaged porosity, showing slight variations that may favor flame anchoring
at preferential locations.

The meshes consist of unstructured tetrahedra. In the gas phase, the
prescribed mesh size is uniform (80 pm), yielding an error below 2% on flame
speed at 300 K and 600K in planar 1D adiabatic free flames. In the solid
phase, the mesh size is similar (< 100 pm). This spatial resolution is much
finer than most studies reported in Tab. 1. A mesh convergence study was
performed down to 40 pm and it showed that the resolution of 80 pum is suf-
ficient.

Due to heat recirculation, several convective time scales within the gas
phase must be computed (i.e. several ~ 1072s). The resulting computational
cost for one simulation point is approximately 10° core-hours.

2.1.2. Gaseous phase

In the gaseous phase, the compressible reactive Navier-Stokes parallel
solver AVBP is used with the TTGC scheme [31], which is third order in
space and time. No subgrid scale model is used. Inlet and outlet boundaries
are treated via the NSCBC formalism [32]. At the inlet, a CHy-air mixture
is injected at constant velocity U, and temperature T3, = 300 K. At the
outlet, a constant pressure Py = 1atm is imposed. On the sides, symmetry
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Table 2: Main mesh parameters for all cases.

d;, € L nb. cells gas nb. cells solid

(mm) (-) (mm) (million) (million)
R2 1.75 0.61 18.2 21.3 3.8
R1 1.08 0.59 18.1 19.9 7.0
D4 3.90 0.63 18.8 37.6 6.5
D2 2.02 0.62 18.8 4.8 2.5
D1 1.07 0.63 18.8 24 0.8

conditions are adopted. The pointwise (microscopic) governing equations in
AVBP are:

apg,k

w+v'(pg,ku)+v'*]k_wk:07 (2)
)
%+v-(pguu)+v-[13;—g:o, (3)
dp, E
= 4V (pE) + V- [u- (PL—1) +q] — & = 0. (4)

where:
e the fluid is Newtonian ;

e volume forces such as gravitation and radiation in the gas phase are
neglected ;

e [ is the total non-chemical energy per mass unit, p, the gas density, u
the velocity field, T the viscous stress tensor ;

e the fluid is a mixture of perfect gases ;

e diffusion is computed by using the Hirschfelder and Curtis approxima-
tion:

%%
Jk = —py (DkaVXk - kac> ) (5)

where the correction velocity V¢ ensures mass conservation:

e = Wi
A% :ZDICWVX/« (6)
k=1
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Figure 2: Local characterization of the geometries. (a) pore density versus local pore diam-
eter d,, and (b) longitudinal evolution of volume-averaged averaged porosity (e) (average
defined at REV scale, defined in Sec. 2.2).

e the heat flux q is composed of the Fourier heat flux with a conductivity
Ag, Plus the flux related to preferential diffusion of the sensible species
enthalpies hg :

a=-NVT,+ > Juh. (7)
k

e transport is simplified assuming constant Prandtl (Pr = 0.7) and species



Schmidt numbers (Sc):
SCk = Pr- Lek, (8)
so that the Lewis number Lej of individual species is also constant.

e the heat release per unit volume w$. is given by the formation enthalpies

(cf. Eq. (1.68) in [33]):
W) ==Y AR dy. (9)
k

e viscosity is computed using a power law:

T, \™
= fpes | —2 ) . 10
1 uf(Treﬂ) (10)

For the present mixture, adapted values are pi,ef = 7.05 x 107 kgm~ts71,

et = 2205 K and n, = 0.64.

In order to simulate a realistic behavior of the flame front, an Analytically-
Reduced Chemistry (ARC) is derived from a hierarchical kinetic mechanism
developed by the CRECK modelling Group [34]. The reduction is performed
using ARCANE [35], based on DRGEP method [36] and the Quasi-Steady-
State formalism (QSS) [37]. The reduced scheme, labelled CH4_15_138 9_AP,
comprises 15 transported species and 9 QSS species for a total of 138 re-
versible reactions. The kinetic database, along with additional information
on reduction targets and validations are available in Apps. A and B of the
Supplementary Material.

The main characteristics of the mixture used in this study, namely inlet
temperature T},, equivalence ratio ¢, flame speed S9, thermal thickness §%
and adiabatic temperature T,4 are given in Tab. 3.

Table 3: Mixture properties at ambient pressure Py = 1 atm.

T’i ¢ Sg 5% Tad
300K | 0.72 | 20 ems™! | 0.63 mm | 1883 K

Because the response of the flame to preheating is central in PMC, Fig. 3
presents the flame acceleration in terms of mass flux, I}, = m/pySY, for
the considered mixture. It is observed that the ARC mechanism adequately
retrieves the response to the temperature, noted Tpeheating in Fig. 3 for later
use. An exponent-based best fit of I, is shown and used for post-processing.
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Figure 3: Flame acceleration due to preheating.

2.1.3. Solid phase

In the solid phase, the solver AVTP [38] is used to compute the heat
equation assuming Fourier’s law:

pscps@ — V- [\ VT, = 0. (11)
ot
Spatial discretization uses second-order Galerkin diffusion scheme, and time
integration is performed with an implicit first-order forward Euler scheme.
The inversion of the system is achieved through a parallel matrix-free conjugate-
gradient method [39]. Adiabatic walls are prescribed on the sides. The solid
conductivity A, is constant and set to 10 Wm ™! K.

2.1.4. Radiation

Three contributions of internal radiative heat transfer may be consid-
ered in PMC. The first two are gas/gas and gas/solid heat transfer, which
can be neglected under the assumption that the gases are transparent. This
approximation is done in virtually all studies and is deemed accurate for
lean methane combustion. Regarding solid/solid heat transfer, it is usually
assumed that the porous network acts as an effective medium where the
Radiative Transfer Equation (RTE) applies with effective macroscale coeffi-
cients. The determination of these effective properties, and the conditions
under which this modelling is valid is an area of active research. Nevertheless,
it has become standard practice to solve the RTE or one of its approximations
in VAM, which allows to retrieve with more or less accuracy experimental
temperature profiles [40-42]. The influence of radiation on the stability of
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burners of finite length was studied by Sathe et al. [23] and it was found that
the qualitative behavior of the flame is lowly affected by radiation. Similar
conclusions were obtained by Mendes et al. [43]. While radiation does affect
the macroscopic temperature profile via external heat losses and increased
heat recirculation, it is not expected to directly affect the structure of the
flame front at the pore scale. In this work, radiation is not considered be-
cause the focus is on the structure of the flame front and its consequences
on the derivation of VAM. The absolute level of heat recirculation might be
different to that in a hypothetical corresponding experiment but the com-
parison between pore-resolved and VAM simulation is consistent. Moreover,
any modelling issue in the VAM found without radiation is unlikely to be
tamed by its inclusion in the model.

2.1.5. Coupling strategy

The two softwares AVBP and AVTP are coupled through the CWIPI
library [38]. At the gas/solid boundary A,,, AVTP imposes the temperature
and AVBP the energy flux, so that:

A VT, - ngs = A VT - ngg and T, =T, on Aygs, (12)

where ngg is the unit normal vector gas — solid, as shown in Fig. 4. The
AVBP-AVTP coupling strategy was tested on various configurations and
shows good agreement with experimental data [44]. Since only steady states
are of interest, the two solvers are not synchronized and the solid is typically
computed over a time span several thousands of times larger than the fluid.
This time-decoupling strategy was used in packed-bed combustion [18] and
yielded the same results than matched time steps. In addition, the no-slip
and non-permeable-inert conditions at the gas/solid interface imposes:

u=20 and Jk -ngs =0 on Ags. (13)
2.2. 1D Volume-Averaged Model

Fig. 4 presents the principle of volume-averaging used in the present work,
adapted to the framework of porous burners with a preferential flow direction
(here x). The integration domain, centered on x, is also called Representative
Elementary Volume (REV), and has a thickness of 27(. In our simulations it
was found that a value of ry ~ d,,/2 would smooth local variations and avoid
macroscopic gradients so the typical size of the REV is chosen to be equal
to d, for all domains. Moderate modifications to this integration size led to

12



neither qualitatively nor quantitatively different conclusions. The integration
is performed over y. The intrinsic averages in the gas ()Y and solid (-)* phases
are defined by:

(V) = Vb, Ppdv and (V) = Vi )y, pdV,  (14)

where V; and V; are the gas and solid regions contained within the REV.

Figure 4: Principle of volume-averaging and shape of the REV.

2.2.1. Governing equations
The classical 1D volume-averaged equations for porous media combustion
are [4, 16, 29, 41, 42, 45]:

€ (pg)” (u)? 0 (Yi)? + 0z [eJ5"] — € (wi)” =0, (15)

<Cpg>g [ Pg) <Cpg>g D0, (Ty)* }
+Zk€<cpg»k>g kO (Tg) €<WT> +hy ((Ty)? = (Ty)°) = 0, (16)

0, (N0, (T)°] + hy ((Ty)? = (T)°) = 0, (17)

where € is the local porosity, (T5)” the solid temperature, hy the interphase
heat transfer coefficient. The macroscale effective diffusive flux J&f is

eff eff Wk g yeff
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where (W)? is the mean molar mass, (X};)? the molar fractions and V% the
macroscale correction velocity:

jgjz)ﬁflw% B, (Xi) . (19)

The dispersion coefficient DU, defined later in Section 3.1.2, gives:
Deff — <Dk>g + Ddis (20>

and: ,

Dﬁ_ ) — 9L+ D (21)

<Cpg>

These equations are standard but not derived via an exact mathematical pro-
cedure since commutations between averages, products and operators were
required. The resulting macroscopic models therefore include some level of
approximation, which has been extensively discussed in the scientific com-
munity and the dispersion coefficient D4 is an important model parameter.
From the perspective of combustion, the main requirement is to model (wy,)?
and a simple commutation of the averaging operator is usually assumed,
which yields:

" = (4o (1) (037 (2

The corresponding volume-averaged heat release rate is:

(r)? = 37, () (@) (23)

Unlike Eq. (4), Eq. (16) is based on the temperature, therefore the volume-
averaged heat release rate is in fact rigorously equal to:

<@T>g::j£:k<hsk>g<wkyg**<@%>g (24)
:Zk<h5,k g +Z Ah refh < > )

but for simplicity and because the influence of sensible enthalpies is largely
negligible, it is assumed that (wr)? = (W%)?. For the numerical resolu-
tion, the software CANTERA [46] is adapted to resolve the kinetic scheme
of Sec. 2.1.2 and the VAM governing equations. Standard numerical inte-
gration from CANTERA is used, including pseudo-time stepping approach
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and adaptative refinement. The initial mesh size is uniform (60 pum, i.e. ap-
proximately 500 grid points, with extra points added near the boundaries
to help convergence). The initial solutions are set by constructing solid and
gaseous superadiabatic profiles from the theoretical framework and formulae
derived by the authors in [22]. For numerical stability, the field of porosity
¢ is smoothed over 0.1 mm in CANTERA at the inlet/outlet boundaries of
the solid. Also, porosity is assumed constant at the core of the solid ¢ = €.
Comparing the 3D pore-scale solution obtained with AVBP, CANTERA as-
sumes a constant pressure and neglects viscous heating, two assumptions
which introduce negligible errors in the present configurations.

3. Effective properties and DPLS results

3.1. Macroscopic effective properties

There are several methodologies to determine the effective properties to be
used in VAM. The first one is to make use of existing correlations, determined
experimentally or numerically. For example, there are many correlations for
the heat transfer coefficient hy [47-50], each having its own range of validity
in terms of temperature, flow rate, porosity, pore size, etc. Another example,
in asymptotic analyses it is often assumed that the effective conductivity
depends on the porosity via AT = (1 — €)), [22, 51], an estimation retrieved
during the upscaling procedure by neglecting local deviations. Correlations
for dispersion are also available [52]. Such estimations are typically quite
accurate in terms of order of magnitude.

A second methodology, adopted in this work, is to compute the effec-
tive parameters of the specific cases by performing independent numerical
simulations in the solid and gas phases [29]. Although it is not ensured
that the magnitude and functional forms of the effective macroscale models
are rigorously the same in non-reactive (independent) and reactive (coupled)
simulations, this corresponds to the classical methodology used to date in
porous media combustion. The values obtained are reported in Tab. 4 and
the procedure to obtain them is now described.

3.1.1. Effective thermal conductivity
The solid effective conductivity AT is determined with transient simula-

tions in the solid domain via the excitation of the first longitudinal cosine
mode with adiabatic boundary conditions. The benefit of this method is the
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Table 4: Macroscale properties of the various domains.

hy AT Adis
(Wm3 K™Y (Wm™ K1)  (m?s7!)
R2 10 x 104 2.3 26.1 x 1074
R1 41 x 104 2.7 14.3 x 1074
D4 6 x 10* 1.8 7.3x 1074
D2 23 x 104 1.7 6.2 x 1074
D1 36 x 10* 2.0 3.4 x 1074

simplicity of the temporal evolution of the system. Indeed, by setting the
initial temperature at time ¢t = 0 as:

T,(x) = T® + AT, cos (%), (25)
the analytical solution of the equivalent, macroscopic heat equation is:
T —m2)\efig
T,)* =T% + AT, (—) — ), 26
(1 (@) =12 Aveos (T (50 L) o)

which allows to fit AT, In the simulations the values T = 600K and AT, =
100K are used, but because of the linearity of the heat equation they do
not impact the solution. A comparison between the evolution of (T%)® in the
simulations and a best fit of AT based on Eq. (26) is shown in Fig. 5 for
domain R1. Similar agreement is found for all the cases.

3.1.2. Dispersion coefficient

The numerical procedure for the determination of the hydrodynamic dis-
persion is illustrated in Fig. 6. From a steady-state non-reacting solution
(T, = 300 K), a small discontinuity of temperature (67, = 10 K) is imposed
at time ¢ = 0, with adiabatic conditions at the fluid-solid boundary. The
broadening of the volume-averaged temperature profile depends on the hy-
drodynamic dispersion. Following [16], the dispersion coefficient D% may be
written as:

DY =0.5. A% . (u)7 . (27)

In the macroscale equation, the resulting thermal effective diffusion coeffi-
cient is therefore assumed to be of the form:

Def — % 4+ 0.5 - A% ()| (28)
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Figure 5: Volume-averaged solid temperature profile: fit of effective thermal conductivity
for domain R1 (time computed 21s). Profiles evenly distributed in time.

T,- K
300 310

Figure 6: Illustration of dispersion in physical space: longitudinal cuts of temperature.
Domain R1, from ¢ = 0 to 2 ms, inlet velocity U, = 1ms™?.

where the volume-averaged values vary only slightly due to the temperature
variations. In the limit (u)? — 0, the intrinsic diffusivity of gas phase is
retrieved, which boils down to neglecting the effects of tortuosity at ultra-
low velocities [52]. At the macroscopic scale, the transient governing equation
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of convection-diffusion is:

o(T,)? 0*(T,)?
ULE _ pg@ 0o (20)
ot ox’
where 2’ = z+ (u)? t is the referential of the moving initial pulse. Its solution
can be found via a Fourier transform, supposing an infinite medium, which

in physical space reads:

-y)* .
(T,))? (2, TO + — - / eXp - } dy/, (30)
g Dt{ft Dt,fft

where ' is a dummy integration variable. In the reference frame, this leads

" (T,) (x,t) = Ty + 5—? {1 - eff(%)} | o

A best fit of Eq. (31), together with Eq. (28) onto the simulation is shown

in Fig. 7 for domain R1, where the three solutions fields of Fig. 6 correspond
to the three leftmost profiles.

310
0 simulatio
. —— simulation
ia o - = best fit
300
0f5 1f0 115 2f0

x/L

Figure 7: Volume-averaged gas temperature versus reduced abscissa: fit of dispersion
coefficient for domain R1 (Ui, = 1ms~?, time computed 5ms). Profiles evenly distributed
in time: the first three profiles on the left correspond to that of Fig. 6.

3.1.3. Interphase heat transfer coefficient
The macroscale heat transfer per unit volume from the gas to the solid
Qs is often modelled through a heat transfer coefficient hy as:

Qgs = hv [(Tg)" —(T3)7]. (32)
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In this work, unlike AT and A% the interphase volume heat transfer co-
efficient hy is fitted directly on the reacting DPLS, and not determined
independently. This is due to the large discrepancies observed between at-
tempted gas-only simulations (e.g. relaxation of gas temperature into a hot
solid) and reactive gas-solid simulations. A best fit of Eq. (32) is shown
in Fig. 8 for domain D2. The agreement is not as good in the combustion
zone (x/L ~ 0.6) but for the important preheating region the correlation
is deemed sufficient. Other correlations have been tested, including depen-
dencies upon the Reynolds number and thermal conductivity, with minor
improvements.

. x 108
T
£
=
c 11 = Q,.. DPLS
< , L = best fit, hy = 2.3 x 10° Wm—3K-!
0.2 0.4 0.6 0.8
x/L

Figure 8: Longitudinal evolution of interphase heat exchange per unit volume and fit with
constant hy on domain D2.

3.2. Structure of the submerged flame

The structure of lames embedded in the solid matrix is now investigated.
For each case, a steady-state condition for which the flame is fully submerged
is presented. The corresponding values for inlet velocities Uy, and pore-based
Reynolds numbers Re, = pinUme/ iin are given in Tab. 5. Steadiness is
assessed through both macroscopic values such as total kinetic energy, total
heat release and total interphase heat transfer, as well as local probes in
the flow to detect local fluctuations. Notably, since the solid is globally
adiabatic, a good indicator of convergence is found to be the integral of
the interphase heat transfer (), which is imposed to be below 1% of the
total chemical energy release per time unit. For domain D4, the Reynolds
number has been artificially reduced to tame a slight unsteadiness which
was originally observed. This is achieved by an increase in the dynamic

19



viscosity p by a factor of 3. The other intrinsic gas properties, such as thermal
and species diffusivities, were kept constant by increasing the Prandtl and
Schmidt numbers of the same factor. It was checked in a 1D simulation
that the resulting reference flame speed was unaffected. Despite this small
change in operating condition, case D4 is relevant to study the influence of
the ratio of pore size to flame thickness whilst remaining within steady-state
framework. One should keep in mind, however, that steady-state volume-
averaged models may not be valid for burners of overly large pores sizes
(here D4 corresponds approximately to 10-15 PPI), a point which is rarely
discussed in the literature.

Table 5: Inlet velocities Ui, and pore-based Reynolds numbers Re,,.

R2 R1 D4 D2 D1
Un - ms™! 0.60 0.65 0.80 0.60 0.65
Re, 56.1 37.5 55.5 64.7 37.1

A 3D view of the solutions is shown in Fig. 9, where the reaction zone is
identified via a heat-release-rate isosurface colored in black. Both streamlines
and the solid are colored by temperature. It is observed that the flame
fronts are quite convoluted and spatially distributed along the longitudinal
axis. The level of preheating of the gaseous phase can not be appreciated on
these 3D plots but a quantitative analysis shows that it reduces the thermal
thickness of the flame front below the reference value 69 = 0.63 mm, typically
near 0.4-0.5mm. From the streamlines it is inferred that the flow is more
tortuous in R than D domains, which is coherent with their value of A%

The anchoring of the flame fronts is further investigated in Fig. 10, which
shows longitudinal cuts of gas and solid temperatures (blue to red) with the
field of heat release rate as a black overlay. The material boundaries are
colored by the magnitude of the heat flux from the gas to the solid (green to
purple). Positive heat fluxes are larger near the flame base while negative val-
ues are typically encountered at locations facing the inflow. Superadiabatic
temperatures are observed in the vicinity of the flame front but the return
to equilibrium typically occurs within a pore or two. Finally, in domain D4
the flame front is so distorted that it can extend over a whole pore, showing
finger-like structures reminiscent of the works of [21] in a thin-layered porous
burner.
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4. Comparison of DPLS and VAM results

In Sec. 3.2, potential discrepancies between the classical derivation hy-
potheses of the VAM and the observed flame structure in the DPLS have
been pointed out, such as the presence of sharp, wrinkled, and longitudinally-
distributed flame fronts, but also local flame/wall interactions. The quan-
titative evaluation of these effects is now addressed: the predictions of the
VAM using Eq. (22) in terms of burning rate and axial profiles are discussed
and compared to the DPLS.

4.1. Burning rate

The burning rate of flames within porous media is known to be substan-
tially larger than the corresponding 1D adiabatic free-flame and the resulting
acceleration may be measured by a parameter I' defined as a ratio of velocities
or mass flow rates:

i Mi
Un _ (33)

I'= :
€SY  EmpAr

Ui, and Mm are the inlet velocity and mass flow rate, A7 the cross-section
area, S? and gy = p;SY the corresponding 1D adiabatic free flame speed
and mass flux per surface unit. Note that, much like for RANS and LES
frameworks in turbulent combustion, the averaging or filtering procedure is
problematic for the reaction terms. The reaction rates are strongly non-linear
and I' is directly related to their integral.

Fig. 11 compares values of I in the DPLS to the corresponding VAM
simulations, obtained by imposing the same axial location of maximum heat
release rate. Another strategy would be to compare flame positions for the
same value of I', but it does not always lead to stable solutions with an
embedded flame in the VAM. The acceleration measured in the DPLS goes
from 4.76 for case D2 to 6.35 for D4. These values are typical of experimental
observations though, for the lack of radiation in the present simulations, there
is no claim of quantitative accuracy. The largest I' value for case D4 can be
attributed to the larger surface convolution visible in Fig. 10. In both R and
D topologies, reducing the pore size from 2 to 1 mm increases I'. This may
be attributed to increasing interphase heat exchange for decreasing pore size,
but given the simultaneous variations in flame position between the cases (see
Fig. 9) and increasing wall quenching, general trends concerning the influence
of pore size on I' cannot be drawn.
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Overall, the differences in I' values between DPLS and VAM are incon-
sistent among the cases and can be as large as 20% in either over- or under-
prediction. Over-predictions are only observed in R geometries, and this can
be attributed to their higher dispersion coefficient (see Tab. 4) which in-
creases thermal diffusivity in the VAM hence consumption speeds. However,
there is no evidence in the DPLS that I" is governed by macroscale disper-
sion: between R and D cases, for same pore size and same flame position
(see Fig. 9), I" values are nearly equal. Because the corresponding VAM fed
with different intensities of dispersion show different I' values, this suggests
that dispersion does not drive macroscale burning rate, which is consistent
with the idea of localized thin flame fronts.

4.2. Longitudinal profiles

The comparison between DPLS and VAM using Eq. (22) is now performed
on the longitudinal evolution of relevant variables. First, the solid and gas
temperature profiles are presented in Fig. 12 for case D2. Despite the good
agreement on the prediction of I in this case (see Fig. 11), the axial evolution
of the temperature is quite different in the DPLS and VAM: this suggests that
the simultaneous prediction of the physical profiles and of the global burning
rate is difficult, and that the agreement on I' partly originates from error
cancellation. The agreement is best for the solid, with comparable gradients
despite a significant underestimation in the VAM. Regarding the gas phase,
the VAM profile is much steeper, which is attributed to the longitudinal
distribution of the flame fronts observed in Figs. 9 and 10. It is also pointed
out that on these averaged profiles, the local superadiabatic pockets observed
in the DPLS are smoothed out. The other cases are not presented but show
similar trends.

The longitudinal evolution of the heat release rate is presented in Fig. 13.
As anticipated after the analysis of the gas temperature profiles, DPLS and
VAM predictions are very different. In the VAM the HRR is steep and
localized while it is three to four times wider in the DPLS. Nevertheless, their
integrals are very close since the two models have nearly identical values of
I'. Again, it is a difference related to the absence of flame front distribution
in the VAM.

This modelling difficulty can be further illustrated by a prior: analysis on
the reaction rates. Fig. 14 compares the profiles of DPLS volume-averaged
heat release rate (wr)? and heat release rate computed using the volume-
averaged density, temperature and species mass fractions wr((-)?). It is ob-
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served that the a priori value wr((-)?) systematically precedes and exceeds
(wr)f. This can be attributed to flame wrinkling, but the also to the axial
distribution of the combustion fronts: the upstream flame pockets intensify
the exponential of temperature in the Arrhenius terms. It implies that the
classical commutation assumption between reaction rates and their volume-
average of Eq. (22), i.e. the absence of combustion model, is incorrect.
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Figure 9: 3D view of the steady-state solutions for all cases. Streamlines and solid colored
by temperature. Black iso-surface of heat release rate at 3 x 10° Wm™3.
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Figure 10: Longitudinal cuts of gas and solid temperature fields, heat release rate and
interphase heat transfer at the walls.
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Figure 11: DPLS vws. VAM with properties of Tab. 4.
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Figure 12: Gas/solid temperature profiles, DPLS vs. VAM, domain D2.
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Figure 13: Average HRR in the DPLS vs. HRR computed in the VAM, domain D2.
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Figure 14: Evaluation of the commutation error for heat release rate (a priori analysis).
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5. A flamelet-based strategy for the VAM

Including quantitatively the influence of non-planar and axially-distributed
flame fronts in the VAM seems difficult. One may be tempted to increase
the gas diffusion in order to widen the temperature profile, but this would
affect I', and is not easy to justify from known macroscopic parameters. On
the other hand, it has been pointed out that dispersion has potentially a
wrong phenomenology and magnitude in the VAM, associated to the fact
that volume-averaged models for PMC are aggregates of several macroscopic
terms whose interactions are important. These issues in mind, and starting
from the idea that combustion does not occur in volume at REV scale in
the present cases, the following sections proposes to study PMC under the
framework of flamelets. This leads to an expression for (wy)? aimed at re-
producing the phenomenology and quantitative value for burning rate I' in
the VAM. It is based on the assumptions that the flame fronts are thin and
that preheating is the leading-order phenomena both in the VAM and DPLS.
It accounts for the influence of flame wrinkling and removes the unwanted
acceleration related to hydrodynamic dispersion.

i

~ A .
“~._ symmetry * preheating, stretch, mass flow
on sides (upstream of the flame front)

Figure 15: Principle of flamelet analysis in the DPLS.

5.1. Flamelet approach: theory

The question to investigate is: if the flame does not burn in volume at
REV scale, then what are the factors that account for its global burning rate
['?  As suggested by the DPLS results, this is now done in the framework
of flamelets. The concept is illustrated in Fig. 15, where the thin flame
surface is noted A and represented in red. On A, the normal to the flame
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front pointing towards the fresh gases is noted n and the mass flow rate per
surface unit m,, is:
My = —pgU- N (34)

Just upstream of the flame front, important quantities such as the (pre-
heated) temperature Tjyeheating and stretch £ may be measured. Under the
assumption that the flame fronts are locally adiabatic and by neglecting the
effects of stretch for now, a simple model is proposed:

mn = mO : 1—‘p(T‘prehea,ting;)' (35)

Due to the symmetry conditions on the sides (see Fig. 15) and by using mass
conservation in steady-state, one can write:

My, = (1) (36)
where (-)* denotes surface integration on A. Recalling the definition of I" in

Eq. (33), it comes that:
>.A

—~

1My,

F - Fw—_, 37
e (37)
where the flame wrinkling factor I, is introduced:
A
I, = . 38
i (38)

Injecting Eq. (35) into Eq. (37) yields:

A
=T <Fp(Tpreheating>> .
Y A

Equation (39) shows that, assuming locally-adiabatic thin flame fronts, the
global burning rate is given by the mean effect of preheating on A, multiplied
by the intensity of flame wrinkling. It is then insightful to consider the
hypothesis of commutation of the surface integral with I’,, which boils down
to the simple formula:

(39)

I' = Fw ' FP(<Tpreheating>A)- (4())

Equation (40) suggests that global burning rate is a simple product of the
flame area and a mean preheating acceleration. Unfortunately, rigorously
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(T, preheating)A does not necessarily correspond to the volume-averaged temper-
ature (T,)?, say, at the mean location or upstream of the flame fronts. Wrin-
kling and axial distribution make this quantity intrinsically non-unidimensional
and somewhat uncorrelated to the volume averages. This limitation in mind,
one may still approximate:

I'= Fw : Fp(<Tpreheating>g)a (41)
where (Tpreneating)’ 18 the preheating of the flame in the VAM.

5.2. Flamelet approach: phenomenology in the VAM

In previous theoretical works on the volume-averaged equations [22, 45],
the authors have suggested the existence of a combustion regime where the
flame front is locally adiabatic. It is named decoupled, and corresponds typ-
ically to low values of hy. In this regime, flame acceleration is governed by
preheating and the resulting burning rate is:

I = T ({Thohcnting) ). (42)

However, Eq. (42) does not take into account the additional flame accelera-
tion related to dispersion. Assuming that the “dispersed” flame remains in
the decoupled regime, an estimation of the burning rate in the VAM is:

I'= Fd : Fp(<Tpreheating>g)a (43)

where Iy represents the flame acceleration due to dispersion. Recalling the
asymptotic result that flame speed varies like the square root of thermal
diffusivity [33], an approximate expression for I; may be obtained:

;= <<>‘9>g + {pg)’ <Cpg>g Ddis>l/2 ) (44)

(Ag)?

In practice I'; varies a bit throughout the flame front, but to have an idea of
its magnitude, its value in the fresh gases is given in Tab. 6.

5.3. Correction for the reaction rates

The analyses from Sec. 5.1 and Sec. 5.2 show two different expressions
for I' through Eq. (41) and Eq. (43). Assuming Eq. (41) suitable in the pres-
ence of thin flame fronts, it suggests that I' should be multiplied by T, /T,
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in the VAM. This makes sense because it includes flame acceleration caused
by wrinkling whilst removing that from macroscopic dispersion (which, fol-
lowing the present analysis, should be unrelated to the microscopic burning
rates). To achieve this, one may consider another result of asymptotic the-
ory which states that burning rate is proportional to the square root of the
pre-exponential factors, and write:

= | ] i (00?77 002*) (45)

In the authors’ knowledge, Eq. (45) constitutes the first attempt at correcting
the macroscopic reaction rates in VAM for PMC.

5.4. Estimation of the flame surface in the DPLS

Equation (45) requires a value for flame surface. But because real flame
fronts are not infinitely-thin, this quantity is not easy to estimate. Even
when the flames are relatively thin compared to the pore size, they remain of
finite width and affected by the proximity of the porous walls and distorted
in the interstitial flow. Accordingly, the choice of a relevant flame surface
deserves some discussion. Fig. 16 shows slices of heat release rate in various
domains, along with two iso-surfaces of fuel progress variable ¢ = 1% and
¢ = 80%, defined by:

(46)

From Fig. 16, one may argue that ¢ = 80% is a good definition of the flame
surface, nearing regions of maximum heat release rate. Nevertheless, follow-
ing Fig. 15 and the rationale of Sec. 5.1, the flame surface should also capture
the information of local preheating, a quantity which is impossible to evalu-
ate at ¢ = 80% due to the heat released by combustion. As such, one may
consider instead the surface ¢ = 1% ahead of reaction and diffusion zones.
Unfortunately, due to the distortion and axial distribution of the flame pock-
ets, this surface does not appear satisfactory either. This issue is similar to
the questions arising in turbulent combustion to which iso-c is the relevant
flame surface, with the additional difficulty of non-homogeneous preheating
and the presence of hot walls. Table 6 provides values of I, obtained by
considering either ¢ = 1% or ¢ = 80% as well as their relative difference. Tt
is observed that the surface at ¢ = 1% is systematically lower than that at
¢ = 80%, especially for the large pore case D4 due to the presence of very
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distorted flame fingers (see Fig. 16). Also, it seems that I, decreases with
pore size. In the absence of a simple and definite answer to this question, it
is chosen to stick to the surface ¢ = 80% to feed Eq. (45).

YCH4/maX(Y((:)H4) wr - Wm™?
0 0.5 1 1x10%  4x10°

Figure 16: Isocontours of 1% and 80% of fuel consumption (progress variable c).

Table 6: T, I, and Ty values.

R2 R1 D4 D2 D1

I, with surface ¢ = 1% 1.39 147 254 149 1.34

I, with surface ¢ = 80% 1.69 1.63 3.83 1.80 1.38
relative diff. T, (¢ =1 — 80%) +21% +10% +50% +21% +3%
Iy (fresh gases) 7.25 5.67 5.72 3.76 284

5.5. An acceleration related to macroscopic dispersion?

Considering the values of I'; and I, in Tab. 6, it seems that the acceler-
ations related to dispersion and the increase in flame surface have different
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magnitudes and appear uncorrelated. This seems to show again that dis-
persion is not a good model to describe the pore-level combustion processes.
This is consistent with the view of localized thin flame fronts which may not
“see” dispersion at their scale. This reasoning may be further substantiated
by considering the limit hy — 0. In that case Equation (16) becomes that
of an adiabatic flame of increased thermal conductivity. In adiabatic porous
burners, the flame acceleration was shown to be only related to the flame
surface [13], which has no reason to be quantitatively linked to the magni-
tude of dispersion. Here for instance between cases R2 and D2, the flame
areas are basically the same in the DPLS but intensities of dispersion are
very different which is a source of error on I' in the VAM.

5.6. Flamelet approach: VAM results

VAM simulations are performed using Eq. (45), and the resulting I' val-
ues are reported in Fig. 17. The largest discrepancies are observed for R
topologies. In order to assess more precisely the respective performance of
Eq. (45) and Eq. (22), Fig. 18 provides their relative difference in terms of T’
values compared to the DPLS. The proposed Eq. (45) has errors of the same
order than Eq. (22), keeping in mind that the good performance of Eq. (45)
for D2 and D1 likely originates from error cancellation. The most salient
feature of Fig. 17 is that the proposed closure for the reaction rates has a
tendency to underestimate burning rate. Nonetheless, compared to the orig-
inal closure, the error seems to be less erratic/random. This is attributed to
the consideration of internal flame surface and the tempering of the influence
of dispersion, and to that regard it may be viewed as an improvement.

EEE
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R2 Rl D4 D2 DI
IoDPLS [0Eq. (45)
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Figure 17: Performance of the new closure reaction rates.

Predictions for temperatures and heat release rate profiles using Eq. (45)
are provided in App. C (see Supplementary Material). They show only lim-
ited improvement of temperature predictions.
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Figure 18: Relative performance of Eq. (22) and Eq. (45) compared to the DPLS in terms
of I values.

5.7. Sources of errors in the flamelet approach
We conclude this work by considering more precisely the sources of error

associated to the flamelet approach, which assumes that the flame fronts are
locally adiabatic both in the DPLS and the VAM.

DPLS: in order to check if the flame front is locally adiabatic and only
subject to preheating effects, one may assess whether Eq. (35) holds in the
DPLS. Because Eq. (35) requires the information of preheating it is relevant
to consider the surface ¢ = 1%, bearing in mind the associated difficulties
addressed in Sec. 5.4. In order to study the local influence of the interstitial
flow on burning rate, it is chosen to compute stretch rate x on that surface,
defined in steady-state by:

k= V- uy, (47)

where the tangential component of velocity ug and divergence operator V,
on A are [33]:

u=u—(u-n)n and V,-u=-nn:Vu + V- u. (48)

The influence of stretch on Eq. (35) is exemplified for case D2 through the
scatter plot of 772, /oL, (Tyreheating) vs. reduced stretch rate k49 /S? given
in Fig. 19. Joint probability densities are also drawn on the sides. Blue
points indicate colder regions at the center of the pores, red points hotter
regions near the walls. The black cross in the middle marks the mean values.
Additionally, a fit with a function of the form 1 + ¢ - x£4?%/S? is added in
Fig. 19, underpinning a preheated-stretched flamelet hypothesis:

. . 69
my, = My Fp(Tpreheating) |:1 +c- HS—€:| . (49)
L
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Overall, three important conclusions may be drawn from Fig. 19:

O iu—-'rﬁ;‘l' -

— best fit, 1 — 0.010x6% /S?
—200 —100 0 100
k6% /S

mn/mO Fp(Tpreheating)

Figure 19: Scatter of local mass flux per surface unit, reduced by the corresponding
preheated 1D mass flux versus reduced stretch. Associated PDFs on the sides. Domain
D2. Blue points corresponds to cold regions (pore centers), red points to hot regions (near
the walls).

e the mean value of i, /1oL, (Tpreheating) 15 0.81, implying that on aver-
age, the 1D adiabatic-preheated flamelet hypothesis of Eq. (35) is valid
at 81% on case D2;

e due to the no-slip conditions at the wall, there is a boundary layer for
which 7i,, — 0 (red points). This may explain below-unity value for the
mean value of 1, /1oL, (Tpreheating)- 1t corresponds to the quenching of
the flame near the walls;

e although large positive stretch is found near the walls (flame feet) and
large negative stretch is found at the core of the pore (flame tips),
the average effect on the burning rate is negligible, as shows the cross
centered near zero stretch.

Similar trends are found for all geometries, though due to the stochastic
nature of the reticulated geometries more noise is visible (see App. D in Sup-
plementary material, case R2).

35



VAM: in previous works from the authors [45], it was proven that the
flame front can be considered locally adiabatic in the so-called decoupled
regime, which is defined via two reduced parameters r,;, and ry (see [45] for
definitions). Fig. 20 shows the location of the different cases in the space (7,
7)) with the limits of the different regimes. Because in [45] dispersion was not
intrinsically included, black points represent solutions without dispersion and
grey points solutions with dispersion included under the form of an augmen-
tation of the gas thermal conductivity (value computed in the fresh gases).
It is observed that depending on the definition of r,; and r,, it is possible
to classify the solutions either inside or outside of the decoupled regime.
Nonetheless, in the intermediate regime, the burning rate remains partly
governed by preheating so overall one can consider that the methodology for
the present cases is valid at the leading order and in terms of phenomenology.

Other sources of errors and discussion: the above reasoning and
comments upon the values of I' suffer from many additional sources of error
which may explain the differences in terms of profiles and I' values. For
example, it was observed in the cuts of Fig. 10 that the length scale of flame
cooling is tendentially smaller than that of preheating, which is consistent
with the underestimation of interphase heat transfer in Fig. 8. This reduction
in cooling distance increases the temperature of the solid in the DPLS (see
Fig. 12), which in turn increases I' and is coherent with the trend observed
in Fig. 17.

Other sources of error include the axial variations in €, not included in the
modelling; errors in the estimation of effective properties; and the fact that
their intensity and functional form is not exactly the same between indepen-
dent and coupled simulations. Overall, one should remember that current
VAM frameworks are not derived rigorously from the microscopic equations.
This is a large issue because the aggregation of macroscopic models for con-
vection, diffusion, interphase heat exchange and highly non-linear exothermic
reactions presents a phenomenology a priori uncorrelated to local combus-
tion processes. This is particularly well illustrated by the cases R1 and D1
which have same I" value in the DPLS for same flame position, but not in
the VAM fed by different intensities of dispersion.

Albeit not radically improving predictions in terms of I' values, the pro-
posed modelling strategy for the reaction rates is based on a more rigorous
theoretical and phenomenological approach. Unfortunately, it requires the
estimation of the internal flame surface which is for now evaluated a posteri-
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ori. It may be a simple function of the pore diameter but more simulations
are required to confirm the trend and propose an accurate correlation to be
used a priori. The authors believe relevant to test Eq. (45) in future ex-
perimental and numerical works, bearing in mind that it is was built in the
framework of pore sizes larger than flame thickness. Note that the axial dis-
tribution of flame pockets has not been addressed and the authors did not
find a way to include it in the VAM.

100k hyperdiffusive . intermediate .~ decoupled
.132’]{)1
R1 .
: ® .D2
1071 g ; D,Jz'.
< 3 : o
: 2
1072 : U
; : : ®R1TYR2
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102 1071 100 10! 102
'

Figure 20: Localization of the cases considered wrt. the combustion regimes theorized in
[45]. See the afferent article for notations and definitions. Black points: without dispersion.
Grey points: with dispersion.

6. Conclusions

3D direct numerical simulations of methane-air combustion in porous
burners of finite length were conducted for various pore sizes and geometries,
in cases where the flame thickness is lower than the mean pore size and
for steady-state conditions. A corresponding volume-averaged model based
on classical equations and the same thermo-chemical scheme was fed with
effective properties estimated directly on the computational domains. Direct
comparisons between the 3D simulations and the 1D filtered model in terms
of burning rate, physical profiles and a priori analysis could be achieved
accordingly. This led to the following conclusions:
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e in the 3D DPLS, sharp, wrinkled and longitudinally-distributed flame
fronts are observed, in apparent contradiction with the upscaling hy-
potheses of the volume-averaged model. More especially, for 4 mm
pores it is found that the flame fronts can be distorted across several
pores;

e substantial discrepancies in terms of burning rate and spatially-averaged
profiles are observed between the VAM predictions and the DPLS;

e an a priori analysis on heat release rate shows that the commutation
assumption of reaction rates with their volume average is largely incor-
rect;

e the longitudinal distribution of the flame fronts along the burner axis
makes the spatially-averaged profiles broader than in the VAM, which
model a unique flame front;

e hydrodynamic dispersion does not seem to drive directly the burning
rate of the flames at pore scale in the DPLS, contrary to the VAM
where the increase in diffusivities systematically enhances flame speeds.
It was attempted to solve this phenomenological contradiction by a
modification of the reaction rates, but the proposed model seems to
underpredict burning rates;

e locally, the burning rate of the flame fronts seems to be governed by
a combination of preheating and wall quenching, while stretch effects
seem to have negligible influence on average. However, the local non-
adiabaticity related to this wall quenching are not modelled at the
macroscale to date.

Possible work directions include the consideration of unsteady cases, different
geometries/fuels, and the inclusion of radiation in both the DPLS and VAM.
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