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Abstract

While search engines apply a single optimised search strategy to any user query, selective search, like
selective query expansion, aims to apply an adapted search strategy to each query. Search phases include
query expansion, search-weighting model, and document ranking. A search strategy is defined by the
combination of components and their hyperparameters in these phases. The number of possible search
strategies is huge. In this paper, we describe a risk-sensitive approach to optimise the set of search
strategies that should be included in a selective search approach. It solves the problem of which and how
many search strategies to include in the system. We found that using 20 search strategies is an appropriate
trade-off between effectiveness and system complexity. Significant effectiveness improvement is about
23% when compared to L2R documents and about 10% when compared to other selective approaches.
This paper is an extended abstract of our paper at CIKM 2021 .
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A search engine performs several distinct component processes to answer a query. These
include automatic query reformulation, search weighting to decide which documents to retrieve,
and ranking retrieved documents. Current practice is to decide on the components and their
hyperparameters experimentally: system effectiveness is maximised based on past searches
or training queries. Once optimised, the same system is then used for all future queries. This
ensures the best performance on average for the training queries, but not for individual queries.

Selective search aims to improve the performance of search engines for individual future
queries. For example, selective query expansion (SQE) applies query expansion only to those
queries that will benefit from it. SQE considers two search strategies, one with automatic query
reformulation and one without. With the selective search in place, the system can choose among
many possible search strategies to process a given query. It can thus be seen as a generalisation
of SQE.

Selective query processing (also referred to as selective search) is comprised of two main
parts:

'7. Mothe, M. Z. Ullah, Defining an optimal configuration set for selective search strategy-a risk-sensitive approach,
in: CIKM, 2021, pp. 1335-1345

CIRCLE (Joint Conference of the Information Retrieval Communities in Europe), July 04-07, 2022, Samatan, Gers, France

& Josiane.Mothe@irit.fr (J. Mothe); zuacsea@gmail.com (M. Z. Ullah)

@ 0000-0001-9273-2193 (J. Mothe); 0000-0002-4022-7344 (M. Z. Ullah)

© 2022 Copyright 2022 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR Workshop Proceedings (CEUR-WS.org)



mailto:Josiane.Mothe@irit.fr
mailto:zuacsea@gmail.com
https://orcid.org/0000-0001-9273-2193
https://orcid.org/0000-0002-4022-7344
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org

o Search strategy pool: The system has a pool of search strategies it can choose from;

o Selective search strategy: The system selects the search strategy from the pool to be applied
to the current query using the “best fit" principle.

In related work, either the search strategy pool is limited from 2 to 8 search strategies, or it
contains from 20,000 to 80,000 search strategies. In the latter case, to be applicable in real world
systems, the pool needs to be restricted.

The main purpose of this paper is to limit the number of search strategies for the most
appropriate ones. The risk sensitive approach we developed in this paper aims to define the
search strategies and their number to be considered in a selective search approach. This risk
sensitive approach is grounded on Wang et al.’s Fir;s;. measure for learning to rank documents °.
FRisk purpose is to decide on the document ranking for a given query. The risk here is defined
as, “The risk [for the system] of performing a given particular query less effectively than a
given baseline system" .

We have adapted F'r;s, and defined E'f frisi(c;) as a function for selecting candidate search
strategies. This function measures the risk associated with selecting the search strategy c; for a
given query rather than a reference search strategy c,. The risk relates to ¢, being greater than
Cj.

The risk function E f fris(c;j) accumulates the risk relative to queries in terms of effectiveness
for the training query set. Ef fr;si(c;) is defined in Eq. (1) where Qr is the training query
set consisting of T~ queries, p(c;, q) is the performance (effectiveness) of the reference search
strategy ¢, for the query ¢, and ¢; is a search strategy from the initial pool. E f fp;si(c;) hence
accumulates the loss in effectiveness in relation to queries when the search strategy c; is selected,
whereas the reference search strategy ¢, would have been the better choice: it corresponds to
the maximum possible risk.

Effrian(es) = 5 > max(0.p(er. @) ~ ples, 1) )

¢:€9T

In addition to the risk function, we have defined the corresponding reward function. It is
based on the potential increase in overall effectiveness (Eq. 2) using the search strategy c;. The
reward function is defined as follows:

B frevarales) = 72 3 max(0,p(cs ) — pler, 1) @)
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The reward function aggregates the improvement in effectiveness that would happen if the
system only used c; for the queries, and ¢; performs better than the reference search strategy
Cr.

We adapted formulas of Eqgs. 1 and 2 to fit the problem of selecting a set of search strategies
to keep.
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Let R be the entire initial search strategy pool and Si_1 be the set of search strategies that
have already been selected at step k& with an initial Sy = {¢, }, which is a point of reference
or the first selected search strategy. Or is the set of training queries and p(c, g;) denotes the
retrieval effectiveness (e.g., nDCG@10) for the query ¢; € Ot processed by the search strategy
Ci.

Given R and Sj_1, we define the risk for selecting the new search strategy ¢, € R \ Si_1 to
be added to Si_1 at step k using Eq. 1 in terms of effectiveness as follows:

1

Erisk(ck, k1) = 77 Y max(0, max (p(cj,q)) — p(ck, a)) 3)
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where maxc;es,_, p(¢;j, ;) is the maximum effectiveness for the query g; in relation to the set of
search strategies that have already been selected in S_;. In Eq. 3, the risk of adding the search
strategy cj, is measured as the cumulative decrease in effectiveness which the meta-system can
achieve if it chooses ¢y rather than the best search strategy in Sj_; for each of the training
queries: it therefore adapts Eq. 1.
Likewise, we define the reward function using Eq. 2 in terms of effectiveness as follows:
1
Erewarp(ck; Sp—1) = — > max(0,p(ck, ¢:;) — max p(cj,qi)) 4)
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The overall gain for the search strategy ¢, € R\ Si_1 in relation to the set of training queries
and already selected search strategies Si_1 is defined as:

Gain(cg, Sk—1) = Reward(cg, Sk—1) — (1 + ) Risk(cg, Sk—1) (5)

where the functions Reward(cy, Sk—1) and Risk(cy, Sk_1) refer to the effectiveness-based
Egs. 3 and 4, respectively. The o > 0 is a risk sensitive parameter that controls the trade-off
between risk and reward. In our case, we set « as 0 to weight risk and reward equally. We keep
a statistical analysis of this risk sensitive parameter for future work.

Finally, at step k we select the search strategy c; which maximises the overall gain according
to the following equation:

¢, = argmax <Gain(ck,5k_1)> (6)
CkER\Sk_l

We then update Sj;_; as follows:
Sk = Sk—1U{c;} (7)

where Sy is the set of k risk sensitive search strategies selected for a set of training queries Q7.
The risk sensitive criteria model we propose is generic enough to be applied to any selective
search strategy approach.
For the selective search strategy part, we use learning to rank (L2R) algorithms to rank the
search strategies as suggested in Deveaud et al. *. The principle is thus to train a ranking model

*R. Deveaud, J. Mothe, M. Z. Ullah, J.-Y. Nie, Learning to adaptively rank document retrieval system configurations,
TOIS 37 (2018)



r(gi,¢j) = r(fij) to assign a score to a given query-search strategy pair (g;, ¢;) i.e., a given
feature vector f; ;. More generally, the ranking model can rank all the search strategies for
a given query ¢;. In this case, the ranking model is R(g;,S) = R(f;), where S is the set of
search strategies and f; = (fi 1, fi2, - -, fi" 3|) is the set of feature vectors for the query-search
strategy pairs. Like the L2R documents model, the ranking model R(g;, S) is learned from the
training data by minimising the loss function £(r; f, S).

To evaluate our contributions, we considered three standard TREC collections from the Adhoc
tasks. TREC78 (about 500K newspaper articles), WT10G (1.6 million Web/blog page documents),
and GOV2 (25 million web pages).

Search strategies were built by varying the IR components and some of their hyperparameters.
We considered the term weighting model and automatic query expansion components from
which we considered different variants from the literature. We also considered different values
of the hyperparameter related to query expansion. This results in more than 20, 000 search
strategies which were the input for the Frjsk selection model used to reduce this set based on
training queries.

Query-search strategy training examples follow a vector-based representation: the features
fi,; depend on the query (g;), the search strategy (c;), and a label. We opted for LETOR features
that have been used successfully for document ranking models. We calculated LETOR features
directly from an initial search that we performed using a reference system (BM25). Finally, the
query-search strategy vectors were labelled by the effectiveness of the search strategy when
treating that query.

We made k, the number of search strategies, vary and found that 20 is appropriate for real
world environments (see Figure 1).

0,7 0,55
N
>
@)
) «=ll=TREC78
o3
0,65 & GOV2 P
5 Yoo Y 0,5
L WT10G -
m ]
== == 'g-u-m’-W a
06 o / e e 8
S o it =
w’ / o
S / 4 > 0,45
055 S W7 s
et — -? ——————————————————————————— :
g/--II-I-I-I---CCCCZIZZZZZZZZZZZZZ:Z:Z S
0,5 0,4
2 5 10 15 20 25 30

Figure 1: The more search strategies, the better the performance. Ndcg@10 (Y-axis) for different
numbers of candidate search strategies (X-axis)- 3 TREC collections. Dotted dash horizontal lines are
the single best search strategies.

Table 1 shows additional results on GOV2 TREC adhoc collections. The first block shows



baselines that use a single search strategy for all queries; the second block shows trained
selective search strategy (SelSS) including ours (kK = 20 search strategies); the latest shows
oracles. The first oracle is the Best conf. row where the best configuration of the pool is selected
a posteriori. The second line in this block is when for each query we select the best configuration
for that specific query; this is also an a posteriori selection. Effectiveness in absolute value,
averaged on 3 draws plus standard deviation in square brackets. The best values (excluding
Oracle) are in bold font. A (resp. 1) indicates statistically significant improvement compared to
the L2R documents (resp. Deveaud et al.), two-tailed paired t-test (p < 0.05). Results on the
two other TREC collections were consistent.

From these results, we can see that our method is better than any single query processing
strategy (i.e. system configuration), even if we could select it automatically (which is not the
case in real life). Our strategy is also better than selective query expansion, where the query
processing differ from one query to the other but with just two possible choices. It is also
slightly and statistically better than when using 20 000 configurations in the initial pool. This
is the most interesting and original results since it shows that we need a certain number of
query processing strategies to be effective but not necessarily a huge number which makes the
approach more realistic and feasible in real IR systems.

Table 1
Risk-RF outperforms any baseline on all measures
Methods MAP nDCG@10 P@10
g:l BM25 .27 46 .54
@ L2R-DSVM’ | 28 [.001] .49 [.002] .57 [.003]
= GS 35 [005] .52 [.003] .62 [.008]
® Best trained .35 [.005] .49 [.012] .59 [.010]
¥ Trained SQE | .35[.009]  .52[.002] .63 [.005]
5 Deveaud et al. *| .40 [.003] .66 [.001] .77 [.005]
ERisk-RF 415 [002] .67° [.002] .79% [.010]
Best conf. .36 .52 .63
Oracle .50 .85 .94

The method we present here uses 20 search strategies that the system learned to choose
according to query features. This risk sensitive selective search is effective to increase overall
effectiveness. Significant effectiveness improvement is about 23% when compared to L2R
documents and about 10% when compared to other selective approaches on 3 adhoc TREC
collections. Selective query expansion used only two search strategies, which limits the system
options. On the other hand, in another study, we used 20, 000 search strategies which limits its
practical usability. We show that the E-risk approach we presented is more appropriate, both
to provide enough options to the system to choose among and to keep it manageable in terms
of maintenance. This paper is an extended abstract of Mothe and Ullah CIKM 2021 paper ®.
Moreover, this research is patented. °
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