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c IRIT, Université Toulouse 3, France   

A R T I C L E  I N F O   

Keywords: 
Abstract argumentation 
Semantics 
Explanabilit 

A B S T R A C T   

This paper explores the computation of explanations in the specific context of abstract argumentation. The ex
planations that we define are designed to be visual, in the sense that they take the form of subgraphs of the 
argumentation graph. Moreover, these explanations rely on the modular aspects of abstract argumentation se
mantics and can consequently be either aggregated or decomposed. We investigate graph properties of these 
explanations, and their adequacy to desirable explanatory criteria.   

1. Introduction 

When it comes to explanations of decisions made using an Artificial 
Intelligence system, Abstract Argumentation, introduced in Dung 
(1995), is increasingly studied as a formal tool to provide them. In Ab
stract Argumentation, the main object of study is an argumentation 
framework, which is a directed graph whose nodes are abstract argu
ments (abstract in the sense that their internal structure is left unspec
ified) and whose binary relation is a conflict relation. Given an 
argumentation framework, the objective is to find the arguments that 
can collectively be deemed receivable according to some criteria. Such 
sets of arguments are called extensions and the criteria that are consid
ered desirable give rise to semantics for selecting extensions. The recent 
survey by Cyras et al. (2021) indicates that Argumentation can be used 
to generate explanations in various domains (machine learning notably) 
and that explanations for the argumentative process itself are also 
necessary. 

In this respect, the main questions which have been addressed so far 
concern the global acceptability status (credulous or skeptical) of an 
argument or of a set of arguments; for instance one can find the question: 
”Why does a given argument belong to each extension of a given se
mantics?” (skeptical acceptability). In addition, the approach that is 
most often used consists in identifying sets of arguments which act as 
explanations (Baumann and Ulbricht (2021); Borg and Bex (2020b, 
2021c); Fan and Toni (2015a); Liao and van der Torre (2020); Ulbricht 
and Wallner (2021)). One may however argue that, since the argu
mentative process of Abstract Argumentation already provides ways for 

selecting arguments, explaining this process by more selection of argu
ments (although different ones) may not be of much help. Furthermore, 
beyond the question of the global acceptability of an argument or a set of 
arguments, many other questions on the outcomes of argumentation or 
on the process of argumentation itself can be asked, for instance: ”Why is 
a given set of arguments an extension under a given semantics?”. 

Our aim is to take into account several types of questions in the 
context of Abstract Argumentation: those related to the semantics ex
tensions, and those related to the acceptance of arguments, acceptance 
in terms of membership in a given extension. Contrastive and non- 
contrastive questions will be addressed in this later case. Moreover, 
we will propose answers which will take the form of relevant subgraphs, 
as in Niskanen and Järvisalo (2020); Racharak and Tojo (2021); Sar
ibatur et al. (2020): our approach is a visual one, which has been shown 
to be helpful for humans to comply with reasoning principles (Vesic 
et al. (2022)), and which not only highlights arguments, but also subsets 
of attacks. 

The paper is organised as follows: Section 2 recalls background no
tions relative to abstract argumentation and graph theory. Section 3 
recalls some existing works related to our topic (explanations in abstract 
argumentation for abstract argumentation). Then Section 4 presents our 
motivations giving the context of our work and our first assumptions. In 
Section 5, the definition of our explanations for semantics in Abstract 
Argumentation is given, and their properties are investigated. Then, for 
the case of explanations about acceptance, some additional motivations 
and hypotheses are given in Section 6 and the formal definitions of these 
explanations are presented in Section 7. Section 8 summarises the results 
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of all the previous sections. We compare our approach to the existing 
ones in Section 9. In Section 10, we provide a discussion on the quality of 
our explanations. Section 11 concludes and presents future works. 

2. Preliminary Notions 

In this section, we give the background notions that will be of use in 
this paper. They include some definitions about argumentation frame
works and the description of some important operations over graphs. 

2.1. Abstract Argumentation 

We begin by recalling basic notions on Abstract Argumentation. The 
object handled in this formalism is called an argumentation framework. 

Definition 1. (Argumentation framework (Dung, 1995))  A Dung’s 
argumentation framework is an ordered pair (A,R) such that R ⊆ A × A. 

Each element a ∈ A is called an argument and aRb means that a at
tacks b. For S ⊆ A, we say that S attacks a ∈ A iff bRa for some b ∈ S. Any 
argumentation framework can be represented as a directed graph. 

The main asset of Dung’s approach is the definition of semantics 
using some basic properties in order to define sets of acceptable argu
ments, as follows. 

Definition 2. Let AF = (A,R). An argument a ∈ A is acceptable wrt 
S ⊆ A iff for all b ∈ A, if bRa then cRb for some c ∈ S (a is defended by S). 

The characteristic function of AF is FAF : 2A→2A such that FAF (S) =
{a ∈ A|a is acceptable wrt S} for any S ⊆ A. 

The semantics originally defined in Dung (1995) are as follows. 

Definition 3. Given AF = (A,R), a subset S of A is said to be:  

• a conflict-free set iff there are no a and b in S such that a attacks b,  
• an admissible set iff S is conflict-free and for any a ∈ S, a is acceptable 

wrt S,  
• a complete extension iff S is admissible and for any a ∈ A, if a is 

acceptable wrt S then a ∈ S,  
• a preferred extension iff S is maximal (in the sense of set-inclusion)1 

admissible set,  
• a grounded extention iff S is the least fixpoint for FAF ,  
• a stable extension iff S is conflict-free and S attacks any a ∈ A\S. 

Some properties have been proven in Dung (1995) establishing a link 
between the different semantics. For instance: 

Proposition 1. Given AF = (A,R):   

• There exists at least one preferred extension.  
• Every preferred extension is complete, but not vice-versa.  
• Every stable extension is preferred, but not vice-versa. 
• The grounded extension is the least (with respect to set-inclusion) com

plete extension. 

Table 1 illustrates these semantics for the AF given in Figure 1. 

2.2. Graph Theory 

This section recalls some graph-theoretic notions2 concerning 
particular subgraphs and nodes, as well as the successor and predecessor 
functions. 

Definition 4. Let G = (V,E) and G′

= (V′

,E′

) be two graphs.  

• G′ is a subgraph of G iff V′

⊆ V and E′

⊆ E.  

• G′ is an induced subgraph of G by V′ if G′ is a subgraph of G and for all 
a, b ∈ V′

, (a, b) ∈ E′ iff (a,b) ∈ E. G′ is denoted as G[V′

]V .  
• G′ is a spanning subgraph of G by E′ if G′ is a subgraph of G and V′

= V. 
G′ is denoted as G[E′

]E. 

A subgraph G′ of G is included in G. In an induced subgraph G′ of G by 
a set of vertices S, some vertices of G can be missing but all the edges 
concerning the kept vertices are present. In a spanning subgraph G′ of G 
by a set of edges S, all the vertices of G are present but some edges of G 
can be missing. 

Induced and spanning subgraphs are examples of ways to compute a 
graph from another single graph. Another interesting operation pro
ducing a new graph from other ones is the union that represents the 
aggregation of the information contained in the two graphs: 

Definition 5. (Graph union)  Let G1 = (V1,E1) and G2 = (V2,E2) be 
two graphs. We define the union of G1 and G2 by G1 ∪ G2 = (V1 ∪ V2,

E1 ∪ E2). 

Let us consider also a particular kind of graphs, bipartite graphs, 
whose set of vertices can be split in two disjoint sets and in which every 
arc connects a vertex of one part to a vertex of the other part: 

Definition 6. (Bipartite Graph)  Let G = (V, E) be a graph. G is 
bipartite (with parts T and U) iff there exists T,U ⊆ V such that T ∪ U = V 
and T ∩ U = ⌀ (T and U are a partition of V) and for every (a, b) ∈ E, 
either a ∈ T and b ∈ U, or a ∈ U and b ∈ T. G will be denoted with (T,U,

E) and U is the complement part of T (and vice-versa). 

The next notions are about the successor and the predecessor 
functions. 

Definition 7. (Successor and Predecessor functions)  Let G = (V,E) be a 
graph. The successor function of G is the function E+ : V↦2V such that 
E+(v) = {u | (v, u) ∈ E} and the predecessor function of G is the function 
E− : V↦2V such that E− (v) = {u | (u, v) ∈ E}. Let S be a set of vertices, 
E+(S) =

⋃
v∈SE+(v) and E− (S) =

⋃
v∈SE− (v).  

Let n ≥ 0. The n-step successor (resp. predecessor) function of G is 

Table 1 
Acceptable sets of the AF of Fig. 1 under the different semantics.   

Admissible Complete Preferred Grounded Stable 

⌀ ✓ ✓  ✓  
{h} ✓ ✓    
{i} ✓ ✓    
{a,d} ✓ ✓    
{b, c} ✓     
{a,d,h} ✓     
{a,d, i} ✓     
{b, c,h} ✓     
{b, c, i} ✓     
{b, c, e} ✓ ✓    
{a,d,h, f} ✓ ✓ ✓  ✓ 
{a,d, i, f} ✓ ✓ ✓  ✓ 
{b, c, e,h} ✓ ✓ ✓  ✓ 
{b, c, e, i} ✓ ✓ ✓  ✓  

Fig. 1. Example of an argumentation framework (AF) from Borg and 
Bex (2021a). 

1 We write ⊆-maximal.  
2 See Bondy and Murty (2008) for more details about these notions. 
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E+n(v) = E+∘⋯∘E+
⏞̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅⏞n times

(v) (resp. E− n(v) = E− ∘⋯∘E−
⏞̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅⏞n times

(v)). By 
convention, we have E+0(v) = E− 0(v) = v.3 

Considering an AF, the successor (resp. predecessor) function rep
resents the arguments that are attacked by (resp. the attackers of) some 
argument(s). An AF being usually denoted by (A,R), the successor and 
predecessor functions are thus denoted R+ and R− in this context. 

Finally, let us consider some vertices having a particular status in a 
graph. 

Definition 8. (Source, Sink, Isolated vertex)  Let G = (V, E) be a graph 
and v be a vertex of G. v is said to be a source iff E− (v) = ⌀ and it is said to 
be a sink iff E+(v) = ⌀. v is said to be isolated iff it is both a source and a 
sink. 

Example 1. Fig. 2 represents the induced subgraph of Fig. 1 by {a,b,d,
e}. Fig. 3 represents the spanning subgraph of the same graph by {(a, b),
(d,c),(d,e),(h,g),(h,i)}. Fig. 2 is a bipartite graph with parts {a, d} and {b,
e}. In Fig. 3, f is an isolated vertex, a, d and h are sources and b, c, e, g and 
i are sinks. Let (A,R) denote the graph of Fig. 2. We have R+(b) = {d}
and so R+2(b) = {e}. Similarly, R− (d) = {b} and so R− 2(d) = {a}. 

The elements (vertices and edges) belonging to the subgraphs are in 
black. Those in light gray are in the original graph but not in the 
subgraphs 

3. Related Works 

Before giving our approach, we present several existing works 
related to the computation of explanations for Abstract Argumentation. 
Our presentation will follow the “taxonomy” of the types of explanation 
proposed in the survey Cyras et al. (2021): explanations can be defined 
as either subgraphs, or changes, or extensions (sets of arguments).4 

Let us consider first the category of subgraphs. A first example of work 
defining explanations as subgraphs is Saribatur et al. (2020). It was 
categorised in the second category (change) in Cyras et al. (2021), a 
choice which can be discussed since Saribatur et al. (2020) seek to 
explain the credulous non acceptance of some argument, not by 
changing its status, but by finding a strongly rejecting subframework. A 
strongly rejecting subframework is an induced subgraph of an argu
mentation framework that does not credulously accept an argument, 
and nor do its supergraphs (that are still induced subgraphs of the 
original AF). As such, strongly rejecting subframeworks capture the core 
argumentative reasons for why an argument is not credulously accepted 
under a certain semantics. 

Niskanen and Järvisalo (2020) also study subgraphs to obtain ex
planations for the credulous non acceptance of some argument for a 
given semantics (except the grounded semantics). The differences here 
are that the authors consider both induced and spanning subgraphs for 
their explanations, and the subgraphs are not the explanations them
selves, but rather used to characterize explanations. More precisely, they 
call a set of arguments (resp. of attacks) an explanation if the induced 
subgraph (resp. spanning subgraph) computed using this set does not 
credulously accept the queried argument, and nor does any of its 
supergraph. 

Ulbricht and Wallner (2021) propose strong explanations for cred
ulous acceptance of a set of arguments under a given semantics. A strong 
explanation is a set of arguments such that for every subgraph induced 
by a superset of the explanation, there exists an extension of the 
considered semantics that includes the set to explain. Thus, strong ex
planations for credulous acceptance can be seen as a core set of argu
ments needed for an argument to be part of at least one extension under 
the desired semantics. 

A specific kind of graph that is also used in explaining argumentative 
results is defence trees. Defence trees are trees where nodes are argu
ments and each successor of a node is an attacker of that node. As such, 
they can be used to prove whether an argument is defended or not. Some 
works, like Racharak and Tojo (2021), use defence trees as explanations 
for argumentative results. Racharak and Tojo (2021) argue that a 
defence tree is a dialogical explanation for an argument since it can be 
used to show that it is defended. Other works, like (Fan and Toni, 
2015a), use them to compute their notion of explanations. In these 
works, defence trees are used to explain the credulous acceptance of 
some argument under admissibility. 

We now turn to the second category, which concerns changes. It 
consists in identifying what elements to remove from the AF in order to 
modify a given result. This is the method used in Fan and Toni (2015b), 
in which the authors explain why an argument is not credulously 
accepted under admissibility. Their explanations consist of sets of ar
guments or attacks to remove from the AF in order to make the 
considered argument credulously accepted under admissibility in the 
resulting subgraph. Such sets were also studied in Ulbricht and Bau
mann (2019) (in which they were called “diagnosis”) although the au
thors restrained themselves to the case where a given semantics does not 
yield any extension. Diagnoses are also parts of the study of Niskanen 
and Järvisalo (2020), which provides a way of computing them (as well 
as explanations as subgraphs) using logical formulas and providing 
complexity results. 

The third category of approach consists of taking sets of arguments as 
explanations. This is probably the most widely used approach to this 
problem. In most of the works using this method, the point of view is to 
consider that explanation equates to justification. Hence the restriction 
to sets of arguments as explanations, since given a set of arguments, the 
original AF can be used to justify it by the mean of the attack relation. 

In Fan and Toni (2015a), the authors define an explanation seman
tics, called related admissibility, which provides all the reasons why an 
argument belongs to an admissible set. The idea is to get rid of all the 
arguments that are not relevant for the acceptance of the considered 

Fig. 2. Induced subgraph of Fig. 1 by {a, b, d, e}.  

Fig. 3. Spanning subgraph of Figure 1 by {(a, b), (d, c), (d, e), (h, g), (h, i)}.  

3 Note that E+1(v) = E+(v) and E− 1(v) = E− (v)
4 Note that another category is also evoked in Cyras et al. (2021): the 

dialogue-games. This type of explanation could be seen as close to defense-trees 
(a sub-category of subgraphs) but with several specific features (game protocols 
and winning conditions). So we do not present these works here. 
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argument, that is, those that are not connected to it via the attack 
relation. 

In Borg and Bex (2020b, 2021c), the authors propose a basic 
framework to compute explanations as sets of arguments for the cred
ulous/skeptical acceptance or non-acceptance of an argument. It is a 
framework for explanations since it can be parameterised in order to 
modify the way explanations are computed. In their work, the authors 
focus on some human biases used to select explanations such as 
simplicity (taken as minimality), sufficiency and necessity. In subse
quent works (Borg and Bex (2021a,b)) the authors extend their frame
work to adapt it to Structured Argumentation (adding another 
parameter to control the form of the explanation) and to compute 
contrastive explanations (the intersection of why an argument (the fact) 
is accepted and why a set of arguments (the foils) are not). 

Some other works define their explanations from the observation 
that in the computation of an extension, some parts are non- 
deterministic choices, while others, deterministic, result from the first 
ones. For instance, in Liao and van der Torre (2020), the authors base 
their approach on the observation that each Strongly Connected 
Component (SCC) of an argumentation framework can be seen as 
making a choice for accepting conflict-free sets of arguments. From these 
choices results the rest of the accepted arguments. Thus, in a set of ar
guments, each argument can be explained by the set of arguments that 
were chosen in a given SCC. 

Similarly, in Baumann and Ulbricht (2021), the authors observe that 
complete and admissible semantics are computed firstly by the 
computation of the grounded (resp. strongly admissible) extension, then 
making choices in even cycles, and finally computing the grounded 
(resp. strongly admissible) extension again. As such, they define the 
arguments chosen in the even cycles as the explanations for some 
complete or admissible extension. 

4. Motivation and Hypotheses 

4.1. Motivation 

In order to motivate the explanation problems that we consider and 
the answers that we propose, let us consider a real-case example from 
the Dutch National Police from Borg and Bex (2020a).5 

Example 2. A citizen has ordered a product through an online shop, 
paid for it, and received a package. However, it is the wrong product, it 
seems suspicious as if it might be a replica, rather than a real product. 
Still, the citizen wants to file a complaint of internet trade fraud. While 
the citizen provides the information from the described scenario, the 
system constructs further arguments from this, based on the Dutch law. 
Arguments are obtained (their conclusions are emphasized):   

A1 It is not because the wrong product was received, that it is a case of 
fraud; then we may consider that it is not a case of fraud.   

A2 It is not because the wrong product was received, that the counter
party has not delivered; the counterparty has delivered.   

A3 A suspicious product is usually fake, which supports the fact that the 
product is fake.   

A4 The reasons which lead to the conclusion that the product is fake, 
and the fact that when a product is fake, then usually the counter
party did not deliver, lead to the conclusion that the counterparty did 
not deliver.   

A5 An investigation shows that there is no problem with the product: the 
product is not fake.   

A6 The fact that the complainant paid and was delivered, combined to 
the assumption that the product is fake and to the other reasons 
which lead to the conclusion that the counterparty did not deliver, 
shows that it is likely to be a case of fraud. 

This scenario, the arguments and their attack relationships, can be 
represented by the argumentation framework depicted on Fig. 4. 

Which conclusion can be drawn from this situation? A1 concludes 
that it is not a case of fraud, whereas A6 concludes that it is a case of 
fraud. Both arguments are contained in coherent acceptable sets under 
the complete semantics: {A1}, {A1,A3,A4} and {A1,A2,A5} are com
plete extensions which contain A1; {A6,A3,A4} is a complete extension 
which contains A6. In order to better understand the situation, expla
nations can be sought regarding the acceptability of these arguments 
and of the sets which contain them, based on their interactions. 

One may wonder why both A1 and A6 cannot be accepted together in 
a complete extension. An explanation should show that the set {A1,A6}

is not a complete extension because it is not conflict-free. This is what 
our approach will do, by presenting a subgraph which shows both ar
guments and their attacks. Fig. 5 shows this resulting explanation 
subgraph. 

One may wonder why {A6,A3,A4} is a complete extension, in order 
to understand how this set which contains A6 is collectively acceptable. 
An explanation should show three elements: that the set is conflict-free, 
that it defends all its elements, and that it satisfies the reinstatement 
principle (any argument defended by the set must belong to the set). 
Conflict-freeness can be shown by a subgraph which highlights that 
there are no attacks between the arguments of the set (see Fig. 6); 
defence can be shown by a subgraph which highlights the attacks which 
target arguments of the set, and how the set attacks them back; rein
statement can be shown by a subgraph which highlights all the argu
ments defended by the set, and by showing that they all belong to the set. 

These two questions (”Why a set of arguments is (resp. is not) 
acceptable under a given semantics?”) have not really been addressed in 
the related works. 

A reason for this lack of interest may be that, definitions of accept
ability semantics being formally given, providing explanations for why a 
set is acceptable under a given semantics is not necessary; the definition 
itself can be considered as an explanation. 

However, when trying, in a pedagogical perspective, to make an 
elementary user understand the acceptability semantics, or, whatever be 
the level of the user, when the considered semantics is composed of 
several principles, or when facing a large argumentation framework, or 
when testing, in its development phase, an argumentation solver, 
explaining how a set is acceptable or not under a given semantics is of 
interest and of importance. In each of these cases, offering subgraphs 
which focus on the explanation of the component principles may help 
understanding how acceptability is constructed. 

This choice of this form of explanation, subgraph-based, can be 
further motivated. We consider that sets of arguments or of attacks are, 
in some sense, not enough to explain the argumentative process. Indeed, 
a set of arguments does not give any indication as to how these argu
ments are related. In order to know how the arguments are connected 
with each other, one needs to use the graph they are extracted from. 
Without having this graph at disposal, n arguments may interact with 

Fig. 4. Delivery Example from Borg and Bex (2020a).  

5 Example which is a slightly adapted and reduced version of the original one 
of Borg and Bex (2020a). 
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each other in 2n2 possible situations. Thus, we may not determine easily 
which one of these configurations is the correct one. On the contrary, 
sets of attacks give an indication as to how the arguments are related 
since the set contains exactly a part of the relation on the arguments. 
However, when using sets of arcs, one might miss some arguments that 
were important in the decision without being connected to the argu
ments implied by the arcs of the set. 

For this, we consider subgraphs (i.e. both a set of arguments and a set 
of attacks) to constitute better explanations. They allow for a potentially 
full introspection of the original model, but they can also be used to 
highlight specifically targeted areas of the AF that were relevant in the 
decision making process. 

There is also another reason to use subgraphs: when the need for 
explanation is in reaction to a decision, one might argue that explaining 
the decision with a similar result, that is to say selecting arguments 
(even if in a different way), may not be the best approach in this case. 
The use of subgraphs here allows to rely on the visual modality of the 
user, which thus contrasts with what was required to understand the 
initial decision. 

Note that, on the above Example 2, some other questions naturally 
arise: ”Why is A6 (or A1) acceptable?” in the sense of credulous 
acceptability6 notably, or ”Why is A6 accepted in {A6,A3,A4}?”, ”Why is 
A1 not accepted in {A6,A3,A4}?”, or even ”Why is A6 accepted in {A6,A3,

A4} and not A1?” (contrastive question). Our motivations concerning 
these questions will be addressed in Section 6. 

This motivating example leads to further hypotheses on the context 
in which the questions are asked. The next section presents them. 

4.2. Hypotheses 

Regarding the context of this work, a first assumption: 

A user asks for an explanation after they have been presented the result of 
a Formal Argumentation process (typically the selection of arguments via 
a semantics) by a program that we will refer to as the system.         (H1) 

If we consider Example 2, it is when presented with the argumen
tation framework of Fig. 4 and with a complete extension which contains 
for instance A1, that a user may ask for an explanation. 

This behaviour is also illustrated on Fig. 7 with a different example: 
we consider a user interested in a specific stable extension presented by 
the system (the context of the question being the result that is presented to 
the user, the semantics under which it was computed and the argu
mentation framework that was used to compute it).7 

In addition to the first assumption: 

The user is able to understand argumentation frameworks.         (H2). 

Indeed, the purpose of explanations would then be to select the 
relevant parts of this context in order to facilitate the user’s inspection 
process. The hypothesis that we make is that, when presented with a 
graph interpreted as an argumentation framework, the user is able to 
understand that the nodes represent arguments and that the arcs 
represent conflicts between the arguments. The main reason we feel 
confident about this assumption is that if the user is not able to under
stand argumentation frameworks, it should not be complicated to 
describe how to “read” one. 

The next hypothesis we make is directly related to the previous one: 

The user knows Abstract Argumentation semantics.         (H3). 

Thus, we assume that the user, even if they are not experts in this 
domain, is already versed in Abstract Argumentation. Indeed, we as
sume that the user knows that argumentation semantics are based on 
several basic principles: conflict-freeness, defence, reinstatement, and 
complement attack.8 As such, the explanations we define are not yet for 
ordinary users.9 

Finally, as noted in Miller (2019), explanation is a social process, one 
that does not stop at the selection of an explanation. People receiving 
explanations expect them to obey to a certain number of rules, and 
evaluate their quality based on their adequacy with these rules. An 
example of such rules are Grice’s maxims of conversation (Grice, 1975). 
Grice gave a set of simple rules that people tend to follow when engaging 
in a cooperative conversation. A cooperative conversation is a discussion 
that happens between two or more agents that all make efforts in 
contributing to reaching a common goal which may be for instance 
exchanging information or achieving social bonding. Grice firstly gives 
one general principle to follow when engaging in a cooperative con
versation: “Make your conversational contribution such as is required, at the 
stage at which it occurs, by the accepted purpose or direction of the talk 
exchange in which you are engaged”. Grice calls this the Cooperative 
Principle. Grice then gives four categories of maxims to follow in order to 
adhere to the Cooperative Principle that he calls Quantity, Quality, 
Relation and Manner. He gives the following maxims in these categories 
(directly cited from Grice (1975)) :  

1. Quantity: (a) Make your contribution as informative as required (for 
the current purpose of the exchange); (b) Do not make your contri
bution more informative than is required  

2. Quality: (a) Do not say what you believe to be false; (b) Do not say 
that for which you lack adequate evidence  

3. Relation: (a) Be relevant  
4. Manner: (a) Avoid obscurity of expression; (b) Avoid ambiguity; (c) 

Be brief (avoid unnecessary prolixity); (d) Be orderly 

Grice also gives what he calls supermaxims, namely “Try to make your 
contribution one that is true” (Quality category) and “Be perspicuous” 
(Manner category). 

We argue that seeking and providing explanation in a question- 
answer setting (such as the one we place ourselves in) certainly falls 
into the category of cooperative conversations. As such, we will make 
efforts to define explanations that adhere to these maxims, and use them 
as a way to evaluate our explanations. And so the last assumption we 
make is: 

Fig. 5. A subgraph explaining why {A1,A6} is not conflict-free in Example 2.  

Fig. 6. A subgraph explaining why {A3,A4,A6} is conflict-free in Example 2.  

6 An argument is credulously accepted under a given semantics if it belongs 
to at least one extension under this semantics.  

7 Of course the user is free to ask about a set and/or a semantics that could be 
different from those given in the context of the question. 

8 Conflict-freeness: an attacked argument and its attacker cannot belong to 
the same resulting extension. Defence: an attacked argument must be defended 
against its attacker by a counter-argument in the same resulting extension. 
Reinstatement: any defended argument must belong to the resulting extension. 
Complement attack: any argument that is not in the resulting extension must be 
attacked by an element of this extension.  

9 This is however the objective we want to reach. Hence, we intend to drop 
this hypothesis in future work, so that we are able to generate explanations for 
any user and not only those that already know Abstract Argumentation. 
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Grice’s maxims are correct and should thus be followed when engaging on 
the explanation of the result of the system.            (H4). 

5. Providing Explanations for Semantics Extensions 

In this section, we focus on how to provide answers to a certain class 
of questions. These questions, introduced in Section 4.1 as ”Why a set of 
arguments is (resp. is not) acceptable under a given semantics?”, are 
reformulated here as: ”Why is S [not] an X extension ?” with X ranging 
over conflict-free, admissible, complete and stable, and S being any 
subset of arguments in the argumentation framework of the question’s 
context. 

Example 3. Consider the argumentation framework depicted on 
Fig. 1. Imagine that a user asks the question ”Why is { a,b,c } a complete 
extension ?”. In this case, {a, b, c} is not a complete extension, thus we 
would need to provide the elements that show what makes it impossible 
for {a, b, c} to be a complete extension. Alternatively, imagine that a user 
asks the question ”Why is { a,d } not a complete extension ?”. In this 
case, {a, d} is a complete extension, hence we should provide the ele
ments that show the reasons for this set to be such an extension. 

The next step is to discuss what these elements are. To define them, 
we adopt the modular view saying that the properties we consider 
(being an extension of a semantics) are a conjunction of different con
ditions. In other terms, to verify that a set of arguments is an extension of 
a given semantics, we must verify that this set respects a certain number 
of conditions. Alternatively, to verify that a set of arguments is not an 
extension of a given semantics, we must verify that this set does not 
respect one condition out of a certain number of them. This is un
doubtedly a very basic viewpoint, but it is supported by the fact that 
semantics are precisely defined this way. Hence, to explain why a set of 
arguments is an extension of a certain semantics, we provide the rele
vant parts of the argumentation framework that allow to check that all 
the conditions corresponding to this semantics are satisfied by this set. 
Consequently, an explanation here is made of two components:  

• A part (subgraph) of the argumentation framework denoted by GX (X 
being an expression denoting the condition or the semantics we talk 
about)  

• A checking procedure (that answers YES or NO) 

When providing explanations, we will focus on having the checking 
procedures as simple and intuitive as possible. Thus, we will describe 
them informally in each case. In addition, if we wish to show an 
explanation for several conditions at once, we may show the aggregation 
of the reasons for every condition to hold (so the union of the corre
sponding subgraphs). 

In each following subsection, the same methodology will be used:  

• Discuss what the explanation is about and identify what is required 
through an introductory example always based on the running 
example described in Fig. 1;  

• Formally define the explanation (eventually in several steps). 

Note that, on the figures representing our explanations, we will use 
the following convention: 

Some interesting properties will be presented either in each subsec
tion (if they are specific to a given semantics or condition), or regrouped 
in Section 5.5. Note that the proofs of these results can be found in 
Doutre et al. (2022). 

Note also the notations we use in this section are the following ones:  

• AF = (A,R) denotes the argumentation framework of the context  
• σ denotes the semantics used in the context  
• S denotes the result given in the context and corresponds to an 

extension of AF under σ  
• S′ denotes the set the user asks about (S′ can be equal to S or not) 

5.1. Explanation for Conflict-freeness 

Recall that a set of arguments is conflict-free if and only if there are 
no arcs between its members. Hence, if we are to show why a set of 
arguments is conflict-free, we must show a part of the graph that high
lights the absence of arcs within this set. We begin with an example in 
order to provide an intuition of how to define the explanation. 

Example 4. Consider the argumentation framework of Fig. 1 and the 
questions ”Why is {a,d,h,f} a conflict-free extension ?” and ”Why is {a,d, 
e} a conflict-free extension ?”. Figs. 8 and 9 show the answers for the 
first and second question respectively (remember the legend of the 
colors presented earlier in the section). The idea is to make sure that all 
the arcs that are present within the given set are shown. Hence, if there is 
at least one, we can conclude that the set is not conflict-free and if there 
is none, we can conclude it is. 

Following the examples, we realise that we must compute a subgraph 
of the argumentation framework that shows any arc between the argu
ments of the set the question is about, if there are some. Preferably, this 
subgraph should be as small as possible to get rid of any irrelevant in
formation. 

Fig. 7. The first assumption: a user reacts to a given result produced by the system.  
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Definition 9. (Explanation for conflict-freeness)  Let AF = (A,R) be 
an argumentation framework and S′

⊆ A. The relevant subgraph to 
answer the question ”Why is S′ a conflict-free extension ?” is10 

GCF(S
′

) = AF [S
′

]V  

The checking procedure for GCF is to verify that the set of edges in the 
resulting subgraph is empty. Fig. 10 illustrates the built answer giving 
the subgraph and the checking procedure. 

By defining the explanation as an induced subgraph, we make sure to 
have a reduced size as well as showing all the arcs that are concerned. 

Some properties of GCF are given in Section 5.5. 

5.2. Explanation for Admissibility 

Recall that a set of arguments is admissible if and only if it is conflict- 
free and all its arguments are acceptable with respect to it. Since to be 
conflict-free is a condition to be admissible, part of the explanation for 
admissibility is the explanation for conflict-freeness. The other part of 
the explanation involves the acceptability of all members of the set with 
respect to the set itself, which can be understood as defending the point 
of view represented by the set of arguments against its attackers. 
Therefore, if we are to show why a set of arguments only contains ar
guments that are acceptable with respect to it, we must exhibit a part of 
the graph highlighting that all the attackers of this set are attacked in 
return. We begin by illustrating on some examples to give the intuition, 
and then formally define these explanations. 

Example 5. Consider the argumentation framework of Fig. 1. Figs. 11 
and 12 show why {a, d, h, f} defends all its arguments and why {b, e}
does not. In Fig. 11, we can see that all the attackers of a, d, h and f are 
the endpoint of an arc whose origin is either a, d, h or f . In Fig. 12, we see 
that a attacks b and neither b nor e defends b against this attack. 

Following the examples, we realise that we must compute a subgraph 
of the argumentation framework that includes both the set the question 
is about and its attackers. The only arcs that are relevant are those from 
the attackers to the set (to show that they are indeed attackers) and from 
the set to attackers (to show whether the set defends itself or not). So we 
must first compute an induced subgraph and then a specific spanning 
subgraph of this induced subgraph. 

Definition 10. (Explanation for defence)  Let AF = (A,R) be an 
argumentation framework and S′

⊆ A. The relevant subgraph to explain 
whether or not S′ contains only arguments that are acceptable w.r.t. S′ is 

GDef (S
′

) =

⃒
⃒
⃒
⃒
A F

[
S′

∪ R− 1(S
′

)
]

V)[{(a, b) ∈ R|a ∈ R− 1(S
′

) and b ∈ S
′

,

or a ∈ S
′ and b ∈ R− 1(S

′

)}]E  

The checking procedure for GDef is to verify that every argument that 
does not belong to S′ in the resulting subgraph is the endpoint of an edge 
whose origin is in S′ . We can now define the explanation for admis
sibility. As we previously said, this explanation is in two parts: one for 
conflict-freeness and one for defence. Note that these two subgraphs 
may be either aggregated into a single one, using the union operator of 
Definition 5, or separated in the definition of an explanation for 
admissibility.11 

Definition 11. (Explanation for admissibility)  Let AF = (A,R) be an 
argumentation framework and S′

⊆ A. The relevant set of subgraphs 
(with their checking procedures) to answer the question ”Why is S’ an 
admissible extension ?” is 

GAdm(S
′

) =
{

GCF(S
′

),GDef (S
′

)
}

Fig. 13 illustrates on a very simple example the built answer giving 
the subgraphs for GCF and GDef and the corresponding checking 
procedures. 

To conclude on the explanation for admissibility, we give the 
following proposition. It formalises a visual behavior of the explanation 
for defence depending on conflict-freeness. 

Proposition 2. Let AF = (A,R) and S′

⊆ A. If S′ is conflict-free, GDef (S
′

)

is a bipartite graph such that there exists a partition of its vertices with S′ as 
one of its parts. 

As such, if the explanation for defence is computed on a set that is 
conflict-free, it is possible to separate its vertices in two groups (S′ and its 
attackers) with the arcs always going from one group to the other. 
Alternatively, if one computes the explanation for defence on a set and if 
it does not result in a bipartite graph with the set as one of its parts, we 
may conclude that the set is not conflict-free. 

Some other properties of GDef and GAdm are given in Section 5.5. 

5.3. Explanation for Completeness 

Recall that a set of arguments is complete if and only if it is admis
sible and all the arguments that are acceptable with respect to it are 
members of this set. Hence, part of the explanation for completeness is 
the explanation for admissibility. The other part of the explanation is 
about the membership of all acceptable arguments. This can be under
stood as adopting a point of view in which we take all the arguments that 
we know we can defend (in a sense, we take as much as we are “forced” 
to). Thus, if we want to show why a set of arguments contains all the 
arguments that it can defend, we must show a part of the graph high
lighting that the arguments this set could defend are either defended 

Fig. 8. Explanation on why {a, d, h, f} is conflict-free in Fig. 1. All arcs between 
a, d, h and f are represented and there is none. 

Fig. 9. Explanation on why {a, d, e} is not conflict-free in Figure 1. All arcs 
between a, d and e are represented, and there is one between d and e. 

10 This is the induced graph by S′ . Note that S′ is not necessarily S, the result 
presented by the system. The user can ask about any set S′ built from AF . 

11 Each option has its advantage and disadvantage: the aggregation is more 
concise, but less readable than the separation that allows the user to better 
identify the individual conditions composing the explanation. 
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(and so, part of it) or not defended (and so, not part of it). We begin by 
illustrating on some examples to give the intuition, and then formally 
define these explanations. 

Example 6. Consider the argumentation framework of Fig. 1. Figs. 14 
and 15 show why {a, d, h, f} accepts all the arguments it defends and 
why {b, c} does not. In Fig. 14, we can see that all the arguments that can 
be reached in two steps via the attack relation from {a, d, h, f} are in fact 
a, d, h and f themselves. If we consider the attackers of these arguments, 
we observe that they are all attacked by a, d, h or f . Since these argu
ments are all included in the set, we can conclude that {a, d, h, f} accepts 
all the arguments it defends. In Fig. 15, we see that e is defended by b, 
but e does not belong to the set {b, c}. Hence, {b, c} does not accept all 
the arguments it defends. 

Following the examples, we realise that we must compute a subgraph 

Fig. 10. Explanation GCF about the conflict-freeness (here S′

= S).  

Fig. 11. Explanation GDef on why {a, d, h, f} defends all its arguments in Fig. 1. 
All the attackers of a, d, h and f are attacked in return. 

Fig. 12. Explanation GDef on why {b, e} does not only contain arguments that 
are acceptable w.r.t. {b, e} in Fig. 1. b is attacked by a and a is not attacked by b 
or e in return. 

Fig. 13. Explanation GAdm about admissibility (here S′

= S).  

Fig. 14. Explanation GReins2 on why {a, d, h, f} accepts all the arguments it 
defends in Fig. 1. The arguments {a, d, h, f} could defend are those that can be 
reached in two steps via the relation from either a, d, h or f . They are in fact a, 
d, h and f themselves, since they are all defended and all belong to the set. 
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of the argumentation framework induced by the set of arguments the 
question is about, and the arguments this set could defend along with the 
attackers of these arguments. Moreover, the only arcs that are relevant 
are those from the attackers to the arguments the set could defend (to 
show that they are indeed attackers) and from the set to these attackers 
(to show whether the set indeed defends these arguments or not). So the 
corresponding answer will be a specific spanning subgraph of the 
induced subgraph. 

Moreover, we also must take into account the unattacked arguments 
that must be always accepted. These elements could be missing in the 
subgraph evoked previously. So another subgraph is needed. This im
plies that the reinstatement principle can be viewed as two sub-princi
ples: 

Definition 12. (Explanation for reinstatement)  Let AF = (A,R) be an 
argumentation framework and S′

⊆ A. The two relevant subgraphs to 
explain whether or not S′ contains all arguments that are acceptable w.r. 
t. S′ are 

GReins1(S
′

) = AF [{a ∈ A|R− (a) = ⌀}]V  

GReins1(S
′

) =

⃒
⃒
⃒
⃒
⃒
⃒

(
A F

[
S′

∪ R2(S
′

) ∪ R− 1( R2(S
′

)
)]

V

)

[{
(a, b) ∈ R

⃒
⃒ a ∈ R− 1( R2(S

′

)
)

and b ∈ R2(S
′

)
}

∪
{
(a, b) ∈ R

⃒
⃒ a ∈ S′ and b ∈ R− 1( R2(S

′

)
)}]

E 

The checking procedure for GReins1 is to verify that every argument in 
the resulting subgraph belongs to S′ . 

The checking procedure for GReins2 is to verify that for every argu
ment in R2(S′

) in the resulting subgraph, if it is not in S′ then at least one 
of its attackers is not the endpoint of an edge whose origin is in S′ . 

Much like with the explanation for admissibility, we now have what 
we need to define the explanation for completeness. Once again, this 
explanation is the set of its different components. 

Definition 13. (Explanation for completeness)  Let AF = (A,R) be an 
argumentation framework and S′

⊆ A. The relevant set of subgraphs 
(with their checking procedures) to answer the question ”Why is S′ a 
complete extension ?” is 

GCo(S
′

) =
{

GCF(S
′

),GDef (S
′

),GReins1(S
′

),GReins2(S
′

)
}

Example 7. Consider the argumentation framework of Fig. 1 and the 
question ”Why is {a,d,h,f} a complete extension ?”. Fig. 16 shows the 
answer for this question. 

Some properties of GReins1, GReins2 and GCo are given in Section 5.5. 

5.4. Explanation for Stability 

The last semantics we turn to is the stable semantics. Recall that a set 
of arguments is stable if and only if it is conflict-free and if it attacks all 

the arguments that do not belong to it. Therefore, part of the explanation 
for stability is the explanation for conflict-freeness. The other part in
volves the attack from S to its complement. Consequently, if we want to 
show why a set S of arguments is stable, we must show a part of the 
graph either highlighting S and the attacks from S to all the other ar
guments, or highlighting the set of the other arguments and all the el
ements of S which attack them. We choose here to characterise the 
former explanation, but the latter can be characterised and be relevant 
as well. We begin by illustrating on some examples the intuition, and 
then formally define these explanations. 

Example 8. Consider the argumentation framework of Fig. 1. Fig. 17 
shows why {a, d, h, f} attacks all the other arguments in the argumen
tation framework and Fig. 18 shows why {b, c, i} does not. In Fig. 17, we 
can see that there is an arc from a, d, h or f12 to every other argument in 
the argumentation framework. In Fig. 18 however, we see that there are 
some arguments that are attacked by neither b, nor c, nor i (namely, e 
and f). 

Following the examples, we realise that we must compute a subgraph 
of the argumentation framework that includes all the arguments. 
However, the only arcs that are relevant are those from the set the 
question is about to any argument that is not in that set. So we need to 
compute a specific spanning subgraph. 

Definition 14. (Explanation for complement attack)  Let AF = (A,R)
be an argumentation framework and S′

⊆ A. The relevant subgraph to 
explain whether or not S′ attacks its complement is 

GCA(S
′

) = AF [{(a, b) ∈ R | a ∈ S
′ and b ∕∈ S

′

}]E 

The checking procedure for GCA is to verify that all arguments not 
belonging to S′ are attacked by an argument of S′ . 

In a similar fashion to the previous semantics, we can now use the 
explanation for complement attack and the explanation for conflict- 
freeness, to define the explanation for stability. 

Definition 15. (Explanation for stability)  Let AF = (A,R) be an 
argumentation framework and S′

⊆ A. The relevant set of subgraphs 
(with their checking procedures) to answer the question ”Why is S′ a 
stable extension ?” is 

GSta(S
′

) = {GCF(S
′

),GCA(S
′

)}

Example 9. Consider the argumentation framework of Fig. 1 and the 
question ”Why is {a,d,h,f} a stable extension?”. Fig. 19 shows the answer 
for this question. 

To conclude on the explanation for stability, we give a similar 
proposition on the explanation for complement attack as the one that 
was given on the explanation for defence. 

Proposition 3. Let AF = (A,R) and S′

⊆ A. GCA(S
′

) is a bipartite graph 
such that there exists a partition of its vertices with S′ as one of its parts and 
all vertices in S′ are sources in it.13 

Like the proposition on the explanation for defence, this proposition 
formalises a visual behaviour of the explanation for complement attack. 

Fig. 15. Explanation GReins2 on why {b, c} does not accept all the arguments it 
defends in Fig. 1. e is defended by b but does not belong to the set. 

12 In this example, f does not attack any argument, so its presence in the 
explanation may seem useless. Nevertheless, in a first step, it seems important 
to keep in each explanation all the elements of the set of interest to the user, in 
order to give them the most complete view about the properties of this set. In 
future works, when we will study the notion of minimal explanations, this 
constraint should be relaxed.  
13 In GCA(S

′

), since any vertex in S′ is a source, by definition of bipartite 
graphs, any vertex in the complement part of S′ is a sink. 
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This one, however, is unconditional and more precise. 
Some other properties of GCA and GSta are given in the next section. 

5.5. Results on Explanations for Semantics Extensions 

In this section, we provide some results on the explanations we 

defined previously.14 We begin with soundness results. These results 
establish a link between visual properties of the explanations (described 
in the checking procedure given in the corresponding definition) and the 
answer they provide to the question that brought their computation. 

We begin with the condition of conflict-freeness. 

Theorem 1. Let AF = (A,R) and S′

⊆ A. S′ is conflict-free iff CCF is 
satisfied by S′ , with CCF: “there are no attacks in GCF(S

′

)”.15 

So, in order to know whether a set S′ of arguments is conflict-free or 
not, one might just compute GCF(S

′

) and see whether attacks are present 
or not. 

We continue with the condition of defence. 

Theorem 2. Let AF = (A,R) and S′

⊆ A be a conflict-free set of argu
ments. S′

⊆ FAF (S′

) iff CDef is satisfied by S′ , with CDef : “there are no source 
vertices among R− 1(S′

) in GDef (S
′

)”.16 

So, in order to know whether a conflict-free set S′ of arguments de
fends all its arguments or not, one might just compute GDef (S

′

) and look 
at the attackers of S′ . If one of them has no arc pointing towards it, S′

does not defend all its arguments, otherwise it does. 
We go on with the condition of reinstatement. For this condition, the 

results do not take the form of an equivalence but of two implications. 

Theorem 3. Let AF = (A,R) and S′

⊆ A. If CReins1 and CReins2 are 
satisfied by S′ then FAF (S′

) ⊆ S′ , with CReins1: “all vertices in GReins1(S
′

) are 
in S′” and CReins2: “all vertices in R2(S′

)\S′ are the endpoint of an arc whose 
origin is a source vertex in GReins2(S

′

)”. 

So, by computing GReins1(S
′

) and verifying that all its vertices are in 
S′ , and by computing GReins2(S

′

) and verifying that the arguments that S′

Fig. 16. Explanation GCo on why {a, d, h, f} is complete in Fig. 1. It is the sequence of Figs. 8, 11 and 14. Note that, in this example, the subgraph for the defence and 
the subgraph for the reinstatement are identical but not the checking procedures. Note also that the subgraph corresponding to GReins1 is not given here since it is 
empty (there is no unattacked argument in the running example). 

Fig. 17. Explanation GCA on why {a, d, h, f} attacks all the other arguments in 
Fig. 1. For every other argument in the argumentation framework, there is an 
arc from a, d, h or f to that argument. 

Fig. 18. Explanation GCA on why {b, c, i} does not attack all the other argu
ments in Fig. 1. e and f are not attacked by b, c or i. 

14 Let us recall that all the proofs can be found in Doutre et al. (2022).  
15 CCF corresponds exactly to the checking procedure given in Definition 9.  
16 CDef corresponds exactly to the checking procedure given in Definition 10. 
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defends but are not in S′ are all targeted by a source vertex, one verifies 
that S′ contains all the arguments that are acceptable w.r.t. S′ . 

Theorem 4. Let AF = (A,R) and S′

⊆ A. If FAF (S′

) ⊆ S′ then CReins1 

and C′

Reins2 are satisfied by S′ , with C′

Reins2: “all vertices in R2(S′

)\S′ are the 
endpoint of an arc whose origin is a source vertex or is in R2(S′

), in 
GReins2(S

′

)”. 

So, if we compute GReins1(S
′

) on a set S′ of arguments which we know 
contains all the arguments that are acceptable w.r.t. it, we know that all 
the arguments in GReins1(S

′

) will be contained in S′ . Likewise, if we 
compute GReins2(S

′

) on a similar set, we know that all the arguments that 
S′ defends but which are not in S′ will be targeted by a source vertex or a 
vertex of R2(S′

). 
From theorems 3 and 4 follows the next corollary, which shows an 

equivalence result: 

Corollary 1. Let AF = (A,R) and S′

⊆ A such that R2(S′

) is conflict-free. 
FAF (S′

) ⊆ S′ iff CReins1 and CReins2 are satisfied by S′ .17 

We finish the soundness results with the condition of complement 
attack. 

Theorem 5. Let AF = (A,R) and S′

⊆ A. A\S′

⊆ R+(S′

) iff CCA is 
satisfied by S′ , with CCA: “there are no isolated vertices in the complement 
part of S′ in GCA(S

′

)”.18 

So, in order to know if a set S′ of arguments attacks its complement or 
not, one might just compute GCA(S

′

) and look at the arguments not in S′ . 
If one of them is isolated, S′ does not attack its complement, otherwise it 
does. 

The following proposition gives a unicity result for the explanations. 
In particular, it shows that the computation of the explanation is 
deterministic, in the sense that only one explanation is computed for one 
given set. 

Proposition 4. Let AF = (A,R), S′

, S′′ ⊆ A and σ ∈ {CF, Def , Reins1,

Reins2, CA}. If S′

= S′′, then Gσ(S
′

) = Gσ(S′′). 

Finally, we provide a result showing that our explanations are empty 
(i.e. equal to the empty graph) only in very particular situations. For 
some of them, it only happens when computed on an empty set S′ . For 
GReins1(S

′

), it happens when the initial argumentation framework does 
not contain unattacked arguments. For GCA(S

′

), it only happens when 
the initial argumentation framework is itself the empty graph. 

Proposition 5. Let AF = (A,R), S′

⊆ A. Let σ ∈ {CF,Def ,Reins2}: 
Gσ(S

′

) = (⌀,⌀) iff S′

= ⌀. GReins1(S
′

) = (⌀,⌀) iff {a|R− (a) = ⌀} = ⌀. 

GCA(S
′

) = (⌀,⌀) iff AF = (⌀,⌀). 

6. Motivation and Hypotheses: Complement 

Section 4 motivated the issues which have been addressed in the first 
part of this paper: questions and explanations regarding the accept
ability of extensions. 

It is now the acceptance of arguments, their membership in given 
extensions provided by the system, which will be addressed in this 
second part of the paper. We start with motivating the questions and the 
explanations that will be provided, and additional hypotheses which 
should be considered. 

As introduced at the end of Section 4.1, other questions naturally 
arise when facing the real-case situation of delivery and potential fraud 
described in Example 2 and Fig. 4. 

Remember that A1 concluded that it is not a case of fraud, whereas A6 
concluded that it is. One may wonder ”Why is A6 (or A1) acceptable?” in 
the sense of credulous acceptance, that is, in terms of an acceptable 
extension which contains the argument. 

Many approaches have tackled this question as shown by the related 
works (Section 3). The explanations to this question show the attackers 
of the considered arguments, and show how they can be defended 
against these attackers. 

In this paper, we take a different point of view on these questions, 
different in two respects. First, we consider the question in the case 
where an acceptable set under the semantics is given as a context (recall 
Hypothesis (H1)), that is, we consider questions such as ”Why is A6 
accepted in {A6,A3,A4}?”. Second, the answers that we provide high
light the necessity of the presence of the argument in the context set, by 
showing the consequence of the absence of the argument from the set, on 
the acceptability of the context set. In other words, it is the question 
”Why is {A3,A4} (not) a complete extension?” which is addressed when 
the above question is asked. {A3,A4} actually is a complete extension: it 
is conflict-free, it defends all its elements, and, if A6 is defended against 
A2 and A5 by A4 and A3, it is A6 which defends itself against A1; hence all 
the arguments which are defended by {A3,A4} belong to the set. The 
presence of A6 is not necessary for the set to be acceptable; this is the 
answer that our approach will give. The usual point of view on such a 
question would be to show how A6 is defended (by the set under 
consideration) against all its attackers, that is, to show a sufficient reason 
for the acceptability of A6. 

If our necessity-based approach may seem not fully satisfying when it 
comes to explain why A6 is accepted in {A6, A3, A4}, it is when the 
question is ”Why is A3 accepted in {A6, A3, A4}?”: {A6,A4} is not a 
complete extension; A6 is attacked by A5, and it is not defended. An 
explanation subgraph will highlight the attack from A5 to A6, and the 
fact that A5 is not attacked back by the set. The presence of A3 is 
necessary in the considered set as it defends A6 against A5. Showing this 
necessary role of the argument is not common in the existing ap
proaches; this is an originality of this work. 

Let us consider now a question about the non-acceptance of an 

Fig. 19. Explanation GSta on why {a, d, h, f} is stable in Fig. 1.  

17 CReins1 and CReins2 correspond exactly to the checking procedures given in 
Definition 12.  
18 CCA corresponds exactly to the checking procedure given in Definition 14. 
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argument. The question ”Why is A1 not accepted in {A6,A3,A4}?” will 
amount to wonder, in our approach, whether the set augmented with A1 
is or is not a complete extension; the question ”Why is {A6,A3,A4,A1}

not a complete extension?” will be addressed. As we have already 
shown, A1 and A6 attack each other, making any set containing the two 
of them not conflict-free, and then not a complete extension. The 
question regarding the non-acceptance of an argument in an extension 
will thus consist in checking if the considered argument prevents the set 
from being acceptable. If in this example, it is the case, it may happen 
that it is not. For instance, consider the question ”Why is {A3,A4} not 
accepted in {A1}?”. {A1,A3,A4} is a complete extension, and the answer 
to the question will show how it is so. {A3,A4} is not accepted in {A1}, 
but these arguments may be considered altogether and form an 
acceptable set. 

As for the question on acceptance, by focusing on the “toxicity” of an 
argument or a set of arguments in an extension, the answer here may not 
seem fully satisfying. A complementary answer to this question, that we 
do not provide in this paper, may consist in showing how {A1} is an 
acceptable set by itself. 

In addition to these questions on acceptance and non-acceptance of 
an argument or of a set of arguments in a given extension, contrastive 
questions may be considered as well. ”Why is A6 accepted in {A6,A3,A4}

and not A1?” is an example of such a question. As before, these questions 
will focus on the necessity of the presence of the arguments or on their 
toxicity. Hence, the above question will come down to replacing A6 by 
A1 in the considered set, and to checking whether this set is a complete 
extension. {A1,A3,A4} is a complete extension. The answer to the 
question that our approach provides, is that A6 may well be replaced by 
A1 in the set, and the set would still be acceptable. A6 is not necessary in 
the set, and when removed, A1 is not toxic. A complementary answer, 
that we do not consider in this paper, may consist in giving a sufficient 
condition on why A6 is accepted in the initial set, and a sufficient con
dition of why A1 is not accepted in the resulting set. 

The approach that we choose can be further motivated. In general, it 
is common to consider that a question of the form “Why P ?” is in fact a 
question of the form “Why P and not Q ?”, with Q left implicit. P and Q 
are often referred to as the fact and the foil respectively (see Miller 
(2019)). Thus, the key to this kind of question is to be able to identify the 
implicit foil. 

Now, in our case, the minimal question is ”Why is S P ?” with S a 
subset of arguments and P a property on S. The natural foil to this kind of 
question would then be that S does not enjoy property P. In other words, 
the question ”Why is S P ?” is in fact the question ”Why is S P and not P?” 
with P representing the absence of property P. So we can consider here 
that the fact is “S being P” and the foil is “S being P” (i.e. “S not being P”). 
So, the approach we use to answer questions relies on the following 
hypothesis: 

To explain “S being P” is to show that “S not being P” is not 
possible.                  (H5). 

Put it differently, to explain “S being P” is to show its necessity. This is 
already the approach we used in Section 5 on questions related to why a 
given set of arguments is (or not) an extension of some semantics. 
Independently from what the user perceives to be true, it holds that 
either “S being P” or “S being P” is true, but not both. The choice we 
made was to show the element supporting the truth, and thus that its 
contrary is not possible. In the case of questions related to why an 
argument or set of arguments is (resp. is not) part of an extension of 
some semantics, we adopt the point of view of showing that the argu
ment or set of arguments cannot not be part (resp. be part) of that 
extension. That is, we directly compute the foil suggested by the ques
tion and show it to the user so that they may come themselves to the 
conclusion that the argument or set of arguments must (resp. must not) 
be part of that extension. 

In what follows, we will call positive questions the questions related to 

the membership/acceptance of an argument or set of arguments in an 
extension (Why is X accepted?, with X being either an argument x or a 
set of arguments S). We will call negative questions the questions related 
to the non-membership/acceptance (Why is X not accepted?). 

Contrastive questions will be further described in Section 7.2. A 
hypothesis which should however be mentioned from now on: 

If a contrast is made in the question, the contrast is only made on the 
arguments.               (H6). 

This assumption is specific to the questions regarding the acceptance 
of arguments or sets of arguments, and does not apply to the entire 
document. It only has the effect of focusing on a certain number of 
contrastive questions and not on all that are possible in this specific 
context. ”Why is A6 accepted in {A6,A3,A4} and not a stable extension 
?” is an example of question that we do not consider in this setting. 

7. Providing Explanations for Extension Membership 

Following the motivation described in the previous section, we will 
present non-contrastive questions and their answers, before studying 
contrastive questions. Note that the notations used in this section are 
those introduced before in Section 5.1. For the legend of the figures, we 
use almost the same legend as the one presented in Section 5.1, except 
for the blue elements that are not the elements the user asks about but 
the elements corresponding to the question which is really addressed 
(see Section 6). 

7.1. Non-contrastive Questions 

In this section, we precisely define the answers to non-contrastive 
questions on acceptance. Taking into consideration the variation on 
elements of interest in the questions (an argument or a set or argu
ments), there are two possible positive non-contrastive questions and 
two possible negative non-contrastive questions. The case of a single 
argument equivalent to the case of a singleton set containing this 
argument. 

The questions are answered using the principles illustrated above. 
We begin with the positive questions: 

Definition 16. (Explanation for positive non-contrastive question on 
acceptance of a set of arguments)  Let AF = (A,R) be an argumenta
tion framework and S ⊆ A an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 
”Why is S′ accepted ?” are given by the explanation for σ on S\S′ . 

Following Section 6, the question ”Why is S′ accepted ?” is in fact the 
question ”Why is S \ S′ not a σ-extension ?”, so in the subgraph which 
will be presented as an explanation, only the arguments of S\S′ will be in 
blue (the explanation amounting to show why this set is or is not an 
extension under σ). 

Example 10. Consider the argumentation framework of Fig. 1 and the 
admissible extension {a,d,h}. Suppose the user asks the question ”Why is 
a accepted ?”. Fig. 20 shows the corresponding answer: {d, h} without a 
is not admissible (it is conflict-free but it does not respect the defence 
property) and thus a is necessary in the extension presented by the 
system.19 

We turn now to negative questions. The methodology is very similar 
to the positive questions, the difference being that instead of removing 
arguments from the extension, we add them. 

19 Note that, for some element the user is interested in, it could happen that 
the removal of this element does not produce any effect. This point has been 
introduced in Section 6 and it will be further discussed in Section 10. 
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Definition 17. (Explanation for negative non-contrastive question on 
acceptance of a set of arguments)  Let AF = (A,R) be an argumenta
tion framework and S ⊆ A an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 
”Why is S′ not accepted ?” are given by the explanation for σ on S ∪ S′ . 

Following Section 6, the question ”Why is S′ not accepted ?” is in fact 
the question ”Why is S ∪ S′ not a σ-extension ?”, so in the subgraph 
which will be presented as an explanation, the arguments of S ∪ S′ will 
be in blue (the explanation amounting to show why S ∪ S′ is or is not an 
extension under σ). 

Example 11. Consider the argumentation framework of Fig. 1 and the 
complete extension {h}. Suppose the user asks the question ”Why is a not 
accepted ?”. Fig. 21 shows the answer for this question. 

7.2. Contrastive Questions 

In this section we turn to precisely define the answers to contrastive 
questions on acceptance. We begin by extending the distinction made 
between questions by the presence/absence of a negation on the prop
erty to contrastive questions, using the property of the contrastive 
statement as well as the property of the reference statement. This yields 
to four types of questions: positive-positive, positive-negative, negative- 
positive and negative-negative. Taking into consideration the variation 
on elements of interest in the questions, there are two possible questions 
for each type. Please note that since we use ”and not” as the connection 
between the reference statement and the contrast statement, we must 
reverse the type of the property expressed in the contrast statement. 

Example 12. The question ”Why is a not accepted and not b accepted 
?” is a negative-negative question, although the contrast statement’s 

property is expressed as positive. Note also the case of an implicit in
formation: the question ”Why is a accepted and not b ?” must be un
derstand as ”Why is a accepted and not b accepted ?” that is a positive- 
negative question. 

To provide answers to these questions, we treat the contrast state
ment the same way as the reference statement. Note that a contrastive 
question is not a sequence of two questions; there is a specificity given by 
the contrast that influences the building of the answer. So the resulting 
graph can be obtained using a combination of the previous definitions 
given for the reference statement and for the contrast statement. We will 
only cover the case in which the element of interest is a set of arguments. 
The case in which it is one argument is dealt with in the same way as in 
the previous section. 

Definition 18. (Explanation for positive-positive contrastive question on 
acceptance of a set of argument)  Let AF = (A,R) be an argumentation 
framework and S ⊆ A be an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 
”Why is S′ accepted and not S′′ not accepted ?” are given by the expla
nation for σ on (S\S′

)\S′′.20 

Following the remarks given in Section 6, the question ”Why is S′

accepted and not S′′ not accepted ?” is in fact the question ”Why is (S \
S′ ) \ S′′ not a σ-extension ?”. So, in the subgraph which will be presented 
as an explanation, only the arguments of (S\S′

)\S′′ will be in blue (the 
explanation amounting to show why such a set is or is not an extension 
under σ). 

Example 13. Consider the argumentation framework of Fig. 1 and the 
stable extension {b, c, e,h}. Suppose the user asks the question ”Why is 
{b} accepted and not {c} not accepted ?”. Fig. 22 shows the answer for 
this question. 

Definition 19. (Explanation for positive-negative contrastive question on 
acceptance of a set of argument)  Let AF = (A,R) be an argumentation 
framework and S ⊆ A be an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 
”Why is S′ accepted and not S′′ ?” are given by the explanation for σ on 
(S\S′

) ∪ S′′.21 

Following Section 6, the question ”Why is S′ accepted and not S′′ ?” is 
in fact the question ”Why is (S \ S′ ) ∪ S′′ not a σ-extension ?”. So, in the 

Fig. 20. Explanation on why a is accepted in the admissible extension {a, d, h}: explanation GAdm on why {d, h} is not admissible.  

Fig. 21. Explanation on why a is not accepted in the complete extension {h}: 
explanation GCo on why {a, h} is not complete. Considering {a,h}, the conflict- 
freeness is satisfied (no arc between a and h), but the defence property is not (a 
cannot be defended by h or by itself), nor is the reinstatement property (a de
fends d, which is not in the considered set). So the checking procedures cor
responding to the step of defence and to the step of reinstatement fail. 

20 So it is the combination of Def. 16 over the reference statement and Def. 16 
over the contrast statement.  
21 So it is the combination of Def. 16 over the reference statement and Def. 17 

over the contrast statement. 
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subgraph which will be presented as an explanation, the arguments of 
(S\S′

) ∪ S′′ will be in blue (the explanation amounting to show why such 
a set is or is not an extension under σ). 

Example 14. Consider the argumentation framework of Fig. 1 and the 
conflict-free extension {a,d,h}. Suppose the user asks the question ”Why 
is {d,h} accepted and not {b,c} ?”. Fig. 23 shows the answer for this 
question. 

Definition 20. (Explanation for negative-positive contrastive question on 
acceptance of a set of argument)  Let AF = (A,R) be an argumentation 
framework and S ⊆ A be an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 
”Why is S′ not accepted and not S′′?” are given by the explanation for σ 
on (S ∪ S′

)\S′′.22 

Following Section 6, the question ”Why is S′ not accepted and not S′′

?” is in fact the question ”Why is (S ∪ S′ ) \ S′′ not a σ-extension ?”. So, in 
the subgraph which will be presented as an explanation, the arguments 
of (S ∪ S′

)\S′′ will be in blue. 

Example 15. Consider the argumentation framework of Fig. 1 and the 
stable extension {a,d,i,f}. Suppose the user asks the question ”Why is {b,
c} not accepted and not {a, d}?”. Fig. 24 shows the answer for this 
question. 

Definition 21. (Explanation for negative-negative contrastive question on 
acceptance of a set of argument)  Let AF = (A,R) be an argumentation 
framework and S ⊆ A be an extension of AF for semantics σ. The 
relevant subgraphs and checking procedures to answer the question 

”Why is S′ not accepted and not S′′ accepted ?” are given by the expla
nation for σ on (S ∪ S′

) ∪ S′′.23 

Following Section 6, the question ”Why is S′ not accepted and not S′′

accepted ?” is in fact the question ”Why is (S ∪ S′ ) ∪ S′′ not a σ-extension 
?”. So, in the subgraph which will be presented as an explanation, the 
arguments of (S ∪ S′

) ∪ S′′ will be in blue. 

Example 16. Consider the argumentation framework of Fig. 1 and the 
complete extension {b, c, e}. Suppose that the user asks the question 
”Why is {h,f} not accepted and not {d} accepted ?”. Fig. 25 shows the 
answer for this question. 

8. Summary on Answers 

We give in this section a summary of the results of our approach. 
First of all, our assumptions (the two last ones concerning only a 

category of questions, those about acceptance):24 

(H1): A user asks for an explanation after they have been presented the 
result of a Formal Argumentation process (typically the selection of ar
guments via a semantics) by a program that we will refer to as the system. 
(H2): The user is able to understand argumentation frameworks. 
(H3): The user knows Abstract Argumentation semantics. 
(H4): Grice’s maxims are correct and should thus be followed when 
engaging on the explanation of the result of the system. 
(H5): To explain “S being P” is to show that “S not being P” is not 
possible. 

Fig. 22. Explanation on why {b} and {c} are accepted in the stable extension 
{b,c,e,h}: explanation GSta on why {e, h} is not stable. Without b and c, e and h 
alone fail to attack every other argument in the argumentation framework. 
Hence, b and c are necessary in this stable extension. So it is the checking 
procedure corresponding to the step of complement attack that fails. 

Fig. 23. Explanation of why {d, h} is accepted and not {b, c} in the conflict-free 
extension {a,d,h}: explanation GCF on why {a, b, c} is not conflict-free. We see 
that removing d and h while adding b and c gives rise to internal conflicts in the 
extension. So it is the checking procedure corresponding to the step of conflict- 
freeness that fails. 

Fig. 24. Explanation on why {b, c} is not accepted and not {a, d} in the stable 
extension {a,d, i, f}: explanation GSta on why {i, f , b, c} is not stable. If we add b 
and c to the extension while removing a and d we see that the extension fails to 
meet the conditions for being stable (e is not attacked by any argument of the 
extension). So it is the checking procedure corresponding to the step of com
plement attack that fails. 

Fig. 25. Explanation on why {h, f} and {d} are not accepted in the complete 
extension {b,c,e}: explanation GCo on why {b, c, e, h, f , d} is not complete. If h, f 
and d are added to the extension, internal conflicts appear. So it is the checking 
procedure corresponding to the step of conflict-freeness that fails. 

22 So it is the combination of Def. 17 over the reference statement and Def. 16 
over the contrast statement. 

23 So it is the combination of Def. 17 over the reference statement and Def. 17 
over the contrast statement.  
24 Note that the assumption (H5) could be also used in the questions about 

semantics extensions. Nevertheless, due to the way our answers are built, it is 
useless. 
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(H6): If a contrast is made in the question, the contrast is only made on 
the arguments. 

Then, let AF = (A,R) be the argumentation framework that is the 
main component of the system, the questions we are interested in: 

Questions about semantics extensions: let S be the set of argu
ments produced by the system for a given semantics σ (σ can be 
either the conflict-freeness, or the admissibility, or the completeness, 
or the stability), and let consider that the user asks about S′ that 
denotes a set of arguments, 

Q1”Why is S′ [not] an extension for semantics σ?” (S′ can be or 
not equal to S) 

Note that Question Q1 will be instantiated wrt σ. Moreover this 
question uses some subquestions related to the principles behind 
the semantics (defence, reinstatement and complement attack). 

Questions about extension membership: let S be the set of argu
ments produced by the system for a given semantics σ and let 
consider that the user asks about S′ , S′′ that denote sets of arguments 
(eventually singletons), 

Q2 (question + ): Why is S′ accepted? 
Q3 (question - ): Why is S′ not accepted? 

Q4 (question + + ): Why is S′ accepted and not S′′ not accepted? 
Q5 (question + − ): Why is S′ accepted and not S′′ accepted? 
Q6 (question − + ): Why is S′ not accepted and not S′′ not 
accepted? 
Q7 (question − − ): Why is S′ not accepted and not S′′ accepted? 

The answers corresponding to Question Q1 are given in Tables 2 and 
3. 

The answers corresponding to questions Q2 to Q7 are given in 
Table 4. 

It is worth noting that some contrastive questions are equivalent to 
non contrastive ones:  

• given that (S\S′

)\S′′ = S\(S′

∪ S′′), Q4: Why is S′ accepted and not S′′

not accepted? is equivalent to Q2: Why is S′

∪ S′′ accepted?. So a 
positive-positive question can be expressed as a positive question.  

• given that (S ∪ S′

) ∪ S′′ = S ∪ (S′

∪ S′′), Q7: Why is S′ not accepted 
and not S′′ accepted? is equivalent to Q3: Why is (S′

∪ S′′) not 
accepted?. So a negative-negative question can be expressed as a 
negative question. 

From these equivalences, it follows that S′ and S′′ can be swapped in 

Table 2 
The answers given for some informal questions about the underlying principles used in semantics (the subgraph is the one that is built to answer the question and the 
checking procedure is always applied on this subgraph).  
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Q4 and Q7 without any consequence on the answer which is provided. 
Fact and foil are treated equivalently in these negative-negative and 
positive-positive questions. 

This can lead to a little simplification of our approach, considering 
only two kinds of contrastive questions, the positive-negative (Q5) and 
the negative-positive (Q6) questions (the other ones being transformed 
into non contrastive questions). 

Regarding these two remaining questions, a specific case can lead to 
another simplification: if S′

∩ S′′ = ⌀, then Q5 and Q6 lead to equivalent 
reformulations with an identical answer. Indeed Q5: Why is S′ accepted 
and not S′′ accepted? is equivalent to Q6: Why is S′′ not accepted and not 
S′ not accepted? and their answers are the same since (S\S′

) ∪ S′′ =

(S ∪ S′′)\S′ . Thus, in this case, considering only either Q5 or Q6 could be 
sufficient. 

Finally, if the formulation of the contrastive questions that we choose 

imposed “and not” to introduce the contrastive part, the questions Q4 
and Q6 may be reformulated in a more natural way: Q4: Why is S′

accepted and S′′ accepted?, Q6: Why is S′ not accepted and S′′ accepted? 

9. Comparison with Related Works 

Before we focus on the quality of our explanations in Section 10, we 
compare our work with those that were mentioned in Section 3. 

In Saribatur et al. (2020), the authors define strongly rejecting sub
frameworks as explanations for the credulous non acceptance of some 
argument. Our approach differs in that we define explanations for ”Why 
a set of arguments is (not) an extension of a given semantics?”, or ”Why 
some arguments are (not) part of an extension?”. So, we are not inter
ested in the same questions. In addition, there are some semantics not 
considered in our work (namely the grounded and preferred semantics), 
our subgraphs are not only induced subgraphs but also spanning sub
graphs and our second kind of explanations are contrastive. In Niskanen 
and Järvisalo (2020) and Ulbricht and Wallner (2021), the authors 
define explanations for the credulous non acceptance and acceptance of 
some argument respectively as sets of arguments or attacks. Their 
definition is based on the behavior of the induced (respectively span
ning) subgraph resulting from the considered set of arguments 
(respectively attacks). Our work instead considers the subgraphs to be 
the explanation itself. Moreover, the subgraphs we define are computed 
using both the induced subgraph and the spanning subgraph operations, 
while Niskanen and Järvisalo (2020) consider them separately (Ulbricht 
and Wallner (2021) only use induced subgraphs). Finally, the problems 
targeted in these works are not the same as those we target. 

There also exist works that use graphs to explain, but not subgraphs. 
These works are Fan and Toni (2015a); Racharak and Tojo (2021) and 
they rely on the concept of defence trees. While not being subgraphs 
technically speaking, one can easily retrieve the subgraph represented 
by a defence tree using the original AF. Hence one could wonder what 
are the connections between a subgraph used as explanation and the 
subgraph implied by a specific defence tree. Alternatively, we could also 
explore the existence of specific defence trees inside a subgraph used as 
an explanation. So, there may exist some ties between the two ap
proaches. Apart from the technical difference between the two methods 
used, a more fundamental one between the works of Fan and Toni 
(2015a); Racharak and Tojo (2021) and ours is that we do not explain 
the same problem. Indeed, Fan and Toni (2015a); Racharak and Tojo 
(2021) are interested in explaining the credulous acceptance of some 
argument under admissibility. 

We turn to the works that consider changes as explanations (Fan and 
Toni (2015b); Niskanen and Järvisalo (2020); Ulbricht and Baumann 
(2019)). As noted in Niskanen and Järvisalo (2020), diagnoses can be 
seen as a kind of dual of the computation of induced and spanning 
subgraphs. Indeed, each diagnosis infers an induced or spanning sub
graph, and conversely, each induced or spanning subgraph is computed 
using (the complement of) a diagnosis. As such, the links between the 
two approaches are very strong. One could thus wonder what are the 
properties of the complement of a set used to compute a certain induced 
or spanning subgraph, or what can be said about the induced or span
ning subgraph computed from the complement of a given diagnosis. 
Although our view on explanations is closely tied to theirs, the authors of 
these works seek to explain different problems from those we are 
addressing. 

We continue with the works that use sets of arguments as explana
tions (Baumann and Ulbricht (2021); Fan and Toni (2015a); Liao and 
van der Torre (2020) and the works from Borg and Bex). Although the 
links between subgraph-based methods of explanation and 
extension-based methods are less direct than with diagnosis-based 
methods, there are still some that can be studied. Indeed, one could 
wonder what are the links between a subgraph computed by a 
subgraph-based method and the subgraph induced by the set computed 

Table 3 
The answers given for Question Q1, for each semantics. For some semantics, 
several subgraphs (and checking procedures) exist in the explanation, one for 
each underlying principle used in this semantics (S′ is an element given by the 
user in their question).  

Q1 for conflict-freeness (Explanation GCF, see Def. 9): 

”Why is S′ [not] a conflict-free extension?” 

Subgraph: AF [S′

]V 
Checking Proc.: (CCF, see Theo. 1) The set of edges is empty 

Q1 for admissibility (Explanation GAdm, see Def. 11): 
”Why is S′ [not] an admissible extension?” 

Subgraph: The ones for Q1 about conflict-freeness GCF 

Checking Proc.: 
Subgraph: The ones for the question about defence GDef 
Checking Proc.: 

Q1 for completeness (Explanation GCo, see Def. 13): 
”Why is S′ [not] a complete extension?” 

Subgraph: The ones for Q1 about conflict-freeness GCF 

Checking Proc.: 
Subgraph: The ones for the question about defence GDef 
Checking Proc.: 
Subgraph: The ones for the question about reinstatement GReins1 and GReins2 

Checking Proc.: 
Q1 for stability (Explanation GSta, see Def. 15): 

”Why is S′ [not] a stable extension?” 
Subgraph: The ones for Q1 about conflict-freeness GCF 

Checking Proc.: 
Subgraph: The ones for the question about complement attack GCA 

Checking Proc.:  

Table 4 
The answers given for questions Q2 to Q7 wrt a given semantics σ (S is the result 
presented by the system to the user before they ask for an explanation and S’, S” 
are the elements given by the user in their question).  

Q2: Why is S′ accepted? 
Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is S\S′ as an extension for σ?” 

Q3: Why is S′ not accepted? 
Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is S ∪ S′ as an extension for σ?” 

Q4: Why is S′ accepted and not S′′ not accepted? 
Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is (S\S′

)\S′′ as an extension for σ?” 
Q5: Why is S′ accepted and not S′′ accepted? 

Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is (S\S′

) ∪ S′′ as an extension for σ?” 
Q6: Why is S′ not accepted and not S′′ not accepted? 

Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is (S ∪ S′

)\S′′ as an extension for σ?” 
Q7: Why is S′ not accepted and not S′′ accepted? 

Subgraph: The ones for Q1 applied to σ: 
Check. Proc.: ”Why is (S ∪ S′

) ∪ S′′ as an extension for σ?”  
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by an extension-based method. Or, conversely, what can be said about 
the set that was used to compute an induced subgraph and the set 
computed by an extension-based method. Whether the explanation of an 
extension-based method is included in the explanation of a 
subgraph-based method can also be asked, the converse as well. Those 
are questions that could help explore the ties between the two methods, 
and which should be investigated in future work. At a more fundamental 
level, one may note that the subgraph induced by the set computed by an 
extension-based method may contain more attacks than the subgraph 
that may be defined directly as an explanation. This may reveal that, in 
extension-based explanations, arguments are considered as the only 
relevant elements to explain, while in subgraph-based approaches, at
tacks and thus the structure of the AF are also considered relevant. Borg 
and Bex, as well as Fan and Toni (2015a) are focused on explaining the 
credulous and/or skeptical (non-)acceptance of some arguments, which 
is not the same problem as we consider. Note that Borg and Bex (2021b) 
provide a notion of contrastive explanations, just like we do with our 
second kind of explanations. Baumann and Ulbricht (2021); Liao and 
van der Torre (2020) however are interested in the same problem as our 
first kind of explanations: explaining an extension of some semantics. 
Yet, there is no obvious connection between their method and ours. 

10. Quality of Explanations 

In this section, we wish to provide several insights on the quality of 
the explanations that we propose in this paper, taking into account 
several points of view. 

To begin with, we clearly stated that we wished to adhere to Grice’s 
maxims as much as possible. Thus, we use these maxims to evaluate our 
explanations. 

First, consider the maxims of Quantity that require to say what is 
necessary, but also to not say what is not necessary. We claim that our 
explanations contain both the necessary information and unnecessary 
information. The former results from our choice to answer to questions 
of the (minimal) form ”Why is e p ?”, with e an element of interest (here, 
an argument or set of arguments) and p a property on e, by showing that 
“e not being p” must not be the case. The latter results from our choice to 
look for all reasons that could allow to affirm it. To illustrate for the case 
of explanations on why a set of arguments is an extension under some 
semantics or not, we use Figs. 8 and 9 on conflict-freeness. It is easy to 
see that all the necessary information is present in these explanations. 
On both cases, if one node (or arc) would have been discarded, we could 
have missed an information leading to a change of conclusion. On the 
other hand, one can see that in general, the explanations display more 
information than is necessary. In Fig. 9, the arc from d to e is sufficient to 
conclude that the set is not conflict-free (use Theorem 1). Thus, the node 
a could be removed without changing the status of the conclusion. 
Similar observations can be made on the other explanations on why a set 
of arguments is an extension under some semantics or not. Concerning 
explanations on the acceptance of arguments in an extension, we already 
argued in Section 6 that our explanations contain the necessary infor
mation. However, one can see, for instance on Fig. 20, that these ex
planations may also contain unnecessary information. Indeed, in this 
example, the main reason for {d, h} to not be admissible after the 
removal of a is that d is no longer defended by a (b is a source vertex in 
R− 1({d,h}), see Theorem 2). Hence, one could consider the information 
shown about h defending itself against i as superfluous. 

The other categories of maxims are more straightforward. We begin 
with the maxims of Quality. First of all, the results of Section 5.5 support 
the soundness of our approach as they establish direct links between 
argumentative results and visual properties of our explanations. We 
deem them visual because they rely on formal notions that only deal 
with the structure of the computed subgraph. As such, these properties 
provide information about how the subgraphs are organised, or less 
formally, how they can be “drawn”. In addition, it is obvious that, since 

our explanations are computed using information which is available to 
both the system and the user, we have all the evidence needed to support 
them. Moreover, we believe that computing explanations using induced 
and spanning subgraphs may never lead to false explanations, unless the 
original AF is twisted and modified prior to the explanations’ compu
tation, which is never done here. Concerning the maxim of Relation, 
one might consider the unnecessary information that is present in our 
explanations to be not relevant. On the other hand, we also make sure 
that all the relevant information is contained in our explanations. 
Finally, we believe that the category of Manner has more to do with a 
translation from our graphical explanations to a dialogue in natural 
language, which we are not interested in yet. 

The second point of view is the suitability of our approach to the 
studied object. Indeed, one of the strengths of our explanations is that 
they are built in a modular way, and thus rely on the specific features of 
the semantics at hand. We motivate our choice by showing why, in our 
opinion, explanations cannot rely only on a feature that is common 
amongst all the semantics such as defence. Indeed, explanations should 
make more understandable how results are obtained, how they are 
computed. Thus, one of the problem with explaining all semantics in the 
same way (that is, for instance, only showing defence in every case) 
might infer the incorrect bias that all semantics are in fact the same, 
since the explanations show that they are all computed in the same way. 
Moreover, it is worth noting that not all semantics are defined based on 
this notion of defence. For instance, stable extensions are stable because 
they attack all the arguments that are not part of it. Thus, when asking 
why a set of arguments is stable, or why some arguments are part of a 
stable extension, or why an argument is credulously/skeptically 
accepted under stable semantics, it seems misplaced, or even confusing, 
to invoke the fact that stable extensions defend all their arguments. The 
same goes for preferred or grounded semantics, since they add a 
constraint of maximality/minimality to the selection of arguments. One 
could even argue that it would not be a relevant answer for admissible 
extensions, because these extensions might defend arguments that are 
not part of them. Thus, justifying the presence of an argument in an 
admissible extension merely by the fact that it is defended by the other 
arguments might lead to the legitimate reply “Then why is this other 
argument not in the extension although it is defended as well?”. As such, 
only invoking defence for justifying the selection of an argument only 
seems relevant in the case of complete semantics, where indeed, defence 
equates to acceptance. 

The third point of view is related to the size of our explanations. It is 
worth noting that sometimes our explanations consist of the entire 
original AF (see for instance Fig. 25). The scope of our explanations is 
fairly restrained in general (in the worst case, we keep arguments that 
are in a “distance” of 3 from the arguments25 of the set for which we 
compute an explanation in the case of completeness). However, even 
with such a limited depth of search, if the set from which we begin the 
search contains arguments that are sparse and span all across the AF, one 
can easily see that the search will tend to cover the entire AF. Thus, in 
these situations, the explanations will indeed tend to be the entire AF. 
However, we have also seen through the examples of this paper that 
when considering less large sets, or sets that do not span across all the 
AF, the explanations tend to be more local and to be restrained to precise 
areas of the AF. 

Another point of view is given by the way we cover the targeted 
domain. Our explanations concern all the classical semantics defined by 
Dung, except the grounded and the preferred ones. This is because our 
definitions of explanations are graphical and rely on the modular aspect 
of semantics. In particular, the grounded and preferred semantics 
include an aspect of minimality and maximality respectively. Minimality 
(resp. maximality) may be shown by answering the question on why the 
set reduced (resp. augmented) of a non empty subset of arguments is not 

25 So the elements that belong to R− 1(R2(S)) for a given set S of arguments. 
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an extension under the considered semantics, and this, for any such 
subset. These subsets may be numerous, and the explanation that would 
hence be given may not be that intelligible. Such a solution is not that 
satisfactory in this sense. Another solution would consist to let the user 
ask why a given set they thought would be a minimal (resp. maximal) 
extension, is not. This would not be a direct explanation of why a set is 
minimal or maximal, but it may be helpful to a user who would have had 
in mind a different set: in the case of minimality (resp. maximality), a set 
which would be a subset (resp. superset) of an actual minimal (resp. 
maximal) one would not satisfy the properties of the semantics. How
ever, finding a direct graphical explanation of minimality and max
imality (and then, of the grounded and preferred semantics) is a 
challenge for future work. 

The next point of view is related to the completeness of our expla
nations. We have proven that our explanations are sound but sometimes 
they could be more complete. This what was already suggested in Sec
tions 4.1 and 6. Let us focus on situations like the one presented on 
Fig. 26. In this case, we supposed that the system delivered {a, d, h} as an 
admissible extension and that the user asked the question ”Why is h 
accepted ?”. Following our methodology expressed in our assumption 
(H5), the system thus attempts to show how it cannot be the case that h is 
not accepted by showing what would happen if h is indeed not accepted. 
In this case, this amounts to showing the explanation for admissibility on 
{a, d} (Fig. 26) and looking for a problematic situation like an internal 
conflict or a defenceless argument. However, such a situation does not 
occur since {a, d} is also an admissible extension in Fig. 1. In conse
quence, our goal to show that h is necessary in the result presented by 
the system has failed. In order to solve this kind of problem, two pos
sibilities could be taken into account:  

1. We could relax our assumption (H5) and define an additional answer 
showing that the presence of h is not a problem (this additional 
answer completing the answer we already built based on the absence 
of h).  

2. We could consider that the original question of the user becomes “If h 
being accepted is not necessary, then why is h accepted?”. This 
question could naturally be interpreted as a suggestion from the user 
to the system to change its result. In other terms, the user’s question 
could be interpreted as offering feedback to the system. So a possible 
improvement of our system could be the adaptation of its results to 
the preferences of the user by a sequence of such questions. The same 
can be said about the addition of arguments in the result instead of 
their removal. 

Of course, this focused example on a specific question in a specific 
context can be extrapolated to a more general case, in which the 
computation of an answer results in an explanation for an eligible result. 

To finish with, we present here some works that have already been 
done in trying to identify desirable properties for explanations and then 
we show how our approach could be positioned with respect to these 
properties. However, since there is no consensus on a clear notion of 
“explanation”, these properties are as many as there are fields of 

research in AI. 
In the case of machine learning for instance, Ross et al. (2017) 

include their notion of local explanation directly into the function their 
model is trying to optimize. This way they constrain their model to 
provide only the “best” explanations. This notion of “best” explanation is 
unclear in our case because we do not identify a range of possible ex
planations and we lack other approaches on the same problems to make 
comparisons. 

Riedl (2019) advocates to design human-centered AI. That is, AI 
systems that include a theory of mind of their users based on 
commonsense knowledge in order to better understand them, but also 
that can produce “rationales” (plausible a posteriori explanations) in 
order to help humans to better understand them. We share the same 
objective identified in Riedl (2019): define explanations that can be 
understood and are usable by non-expert users. For now however, this is 
not the case. Our system still relies on Hypothesis (H3) which assumes a 
degree of expertise in the domain. In addition, it does not include a 
theory of mind of the users, nor do we measure the plausibility of our 
explanation. 

Rudin (2019) advocates to use interpretable systems instead of trying 
to explain those that are not. Interpretability is considered as a 
domain-specific property which results in constraints of form in accor
dance with some structural knowledge in the models that enjoy this 
property. Recalling the description of interpretability from Rudin 
(2019), it is arguable that Abstract Argumentation, which relies on a 
representation of knowledge as a graph, is an interpretable method. So, 
one might wonder if explanations might even be needed. Consider this: 
this understanding of what interpretability is at a global level only im
plies that interpretability allows introspection (of the model). Yet, this 
introspection might (and often is) complex and time-consuming. So the 
role of explanations in this case could become facilitating this intro
spection process. This is indeed what we do in our method by selecting 
only the relevant part in the decision-making process. 

Amgoud and Ben-Naim (2022) study the explainability of classifiers 
through a certain number of axioms. These axioms represent concepts 
such as yielding explanations that are non empty, or that do not rely on 
empty reasons. They show that some of these axioms are incompatible 
and give rise to different kinds of explainers. Even though the axioms 
studied in Amgoud and Ben-Naim (2022) concern classifiers, some of the 
concepts represented can be extrapolated to other domains, and in 
particular to our system. For instance, their axiom called success states 
that an explanation should never be empty. Our system partially re
spects this axiom since the emptyness of our explanations is related to 
very particular situations (see Proposition 5). Their axiom called 
explainability states that an explanation should not rely on empty rea
sons. Although this might not be obvious to transfer to our system, it 
seems reasonable to state that our explanations only rely on empty 
reasons when they are empty themselves. So we could consider that our 
system partially respects this axiom. 

11. Conclusion and Future Work 

To conclude, we have provided explanations for Abstract Argu
mentation as answers to questions. The questions we consider are 
related to why a given set of arguments is (or not) an extension under 
some semantics, and to why a given argument or set of arguments is (or 
not) part of an extension of some semantics. In the former case, we 
stopped at non-contrastive questions, while we studied a particular case 
of contrast in the latter case, namely the contrast with another argument 
or set of arguments. 

The answers we provide for these questions (i.e. explanations) are 
defined as subgraphs. The choice of subgraphs as explanations naturally 
yields visual explanations which are more easily understandable, and 
which can always be used to potentially generate other forms of expla
nations. The answers to questions related to why a given set of argu
ments is (or not) an extension under some semantics make use of the 

Fig. 26. Explanation GAdm on why h is accepted in the admissible extension {a,
d, h}. The removal of h does not lead to an internal conflict or a defenceless 
argument. Thus, h is not necessary in order to obtain the admissibility. 
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modularity of Abstract Argumentation semantics. That is, we take 
advantage of how semantics are composed in one another, and of the 
different principles that govern them in order to build our explanations. 
They subsequently take the form of several subgraphs illustrating each 
principle that composes the semantics at hand. These subgraphs, each of 
them associated with a specific checking procedure, can then be shown 
sequentially or aggregated together in one explanation. 

The answers to questions related to why a given argument or set of 
arguments is (or not) part of an extension of some semantics are always 
contrastive answers. More precisely, for these questions, we consider the 
question’s context as the fact, and the question as providing the neces
sary elements to deduce the foil. We thus proceed to compute said foil as 
our answers using the content of the questions as well as our previous 
kind of answers. In the case of contrastive questions, we subsequently 
naturally interpret the contrast in the question as additional information 
to compute the foil. 

We also discuss several aspects of our explanations, including but not 
limited to their accordance with Grice’s maxims of conversation and 
some particular cases of answers. 

Our present work can be extended in many ways. Our explanations 
are defined in a question-answer setting. However, for now, they are 
only presented as answers to fixed questions based on the general un
derstanding of the question’s meaning. We would like in future works to 
emphasize this question-answer link by making the explanation (so the 
computed subgraph) result from the question that is asked. This would 
require a way to automatically model and generate questions, and then 
find a way to compute the desired subgraph from the elements present in 
the question.26 

Ideally, this process of generating questions and making the expla
nation result from these questions would allow to consider a large array 
of questions. The point is to define this process in such a way that 
computing answers from similar questions do not require much changes. 
This would allow for navigating more easily in the range of possible 
questions and define answers to questions that resemble some questions 
that have already been answered. 

For now we only considered the case of conflict-free, admissible, 
complete and stable semantics, we also intend to study answers to 
questions related to grounded and preferred semantics. Finally, a more 
complete formal study of the properties of our explanations, as well as an 
empirical evaluation of their quality are to be done, following the ideas 
proposed in Amgoud and Ben-Naim (2022); Riedl (2019); Rudin (2019). 
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