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Abstract

Background: Speech disorders impact quality of life for patients treated with

oral cavity and oropharynx cancers. However, there is a lack of uniform and

applicable methods for measuring the impact on speech production after treat-

ment in this tumor location.

Objective: The objective of this work is to (1) model an automatic severity index

of speech applicable in clinical practice, that is equivalent or superior to a severity

score obtained by human listeners, via several acoustics parameters extracted

(a) directly from speech signal and (b) resulting from speech processing and

(2) derive an automatic speech intelligibility classification (i.e., mild, moderate,

severe) to predict speech disability and handicap by combining the listener com-

prehension score with self-reported quality of life related to speech.

Methods: Eighty-seven patients treated for cancer of the oral cavity or the oro-

pharynx and 35 controls performed different tasks of speech production and

completed questionnaires on speech-related quality of life. The audio record-

ings were then evaluated by human perception and automatic speech

processing. Then, a score was developed through a classic logistic regression

model allowing description of the severity of patients' speech disorders.

Results: Among the group of parameters subject to extraction from automatic

processing of the speech signal, six were retained, producing a correlation at

0.87 with the perceptual reference score, 0.77 with the comprehension score,

and 0.5 with speech-related quality of life.

The parameters that contributed the most are based on automatic speech recogni-

tion systems. These are mainly the automatic average normalized likelihood score

on a text reading task and the score of cumulative rankings on pseudowords. The

reduced automatic YC2SI is modeled in this way: YC2SIp = 11.48726 +

(1.52926 � Xaveraged normalized likelihood reading) + (�1.94e-06 � Xscore of cumulative ranks

pseudowords).
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Conclusion: Automatic processing of speech makes it possible to arrive at

valid, reliable, and reproducible parameters able to serve as references in the

framework of follow-up of patients treated for cancer of the oral cavity or the

oropharynx.
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1 | INTRODUCTION

The decrease in cancer mortality makes attention to the
quality of life (QoL) after cancer a priority. This particu-
larly concerns cancers of the upper aerodigestive tract
(UADT), as their treatment can be especially mutilating.

However, there is a lack of uniform methods for the
evaluation of functional results. Such tools, by measuring
the impact after treatment of a given tumor localization on
one or more of the most altered functions, would make it
possible:

1. to complete the expression of treatment results by
indexes of functional prognosis,

2. to better adjust treatment procedures to reduce their
functional consequences.

For UADT cancers, it is mainly a question of the impacts
on the major functions of communication (oral) and
nutrition (swallowing).1

With regard to speech, the impact of the size of the
tumor,2,3 the localization of the tumor,4 and the associa-
tion of surgery with radiotherapy,5 as well as the role of
age6,7 have been demonstrated. Patients' QoL will thus be
compromised,1 with particular consequences for social
relations.8 Evaluation of speech is therefore, essential,
given the functional and social impact of its disorders.

Protocols have been proposed to evaluate voice disor-
ders in cancers of the larynx. That is not the case for can-
cers of the oral cavity and the pharynx, which, while
more frequent, have little impact on the voice, but espe-
cially affect speech articulation.9

Very few tools are available for the evaluation of speech
disorders, although it is the most common symptom in can-
cers of the oral cavity and the pharynx.10 This evaluation is
based on perceptual evaluations, mostly conducted by
speech–language pathologists (SLP). Speech is evaluated at
the level of phonemic production in terms of acoustic-
phonetic decoding (intelligibility), but also at the level of
discourse (or “running speech intelligibility”), which
involves, in the listener, cognitive mechanisms of mental
compensation for the altered speech.11 Moreover, these per-
ceptual evaluation tools offer a very moderate interjudge

and intrajudge fidelity.12 The degree of familiarity of the
listener with the speaker, or with the proposed task may
improve predictability and thus the severity perceived by
the judge. In addition, the emotional context or the mental
availability of the judge at the time of the perceptual evalua-
tion may modify the result.13

The field of automatic speech processing field refers to
computer-based techniques capable of using linguistic and
paralinguistic information from speech signals automati-
cally in order to synthesize speech (text-to-speech tools), to
recognize speech (speech-to-text tools like automatic speech
recognition [ASR] systems), and analyze speaker-dependent
information such as his/her identity, native language,
regional accents, emotional state, or voice and speech
impairments. Recently, the use of automatic speech
processing tools has been recognized as an objective, sta-
ndardizable method of evaluating communication disorders
secondary to speech production disorders.3,14 One particular
German team of researchers and physicians at the Univer-
sity of Erlangen-Nuremberg3,15,16 are working on the auto-
matic quantification of speech intelligibility using an ASR
system applied to UADT cancers. In 2008, Windrich et al.15

first used this system for patients treated for oral cavity can-
cers and produced a rate of word recognition that was
strongly correlated to a perceptual evaluation of intelligibil-
ity done by an expert jury (r = �0.93; p < 0.01).16 In 2014,
Middag et al.17 presented a new method18 that gave robust
predictions of speech intelligibility when faced with changes
of text and variations of accents in Flemish, which was
applicable to patients treated for UADT cancer. This
showed that automatic methods based on phonetic and
phonologic alignment of speech allow a correlation between
perceptual scores and automatic scores on the order of 0.80,
for a general learning model. While the evaluation of
speech by a jury of listeners remains the gold standard, the
idea of calculating of an automatic severity index is gaining
interest, and its development is accelerated thanks to the
recent progress of automatic speech processing tools in
machine learning (artificial intelligence).

However, none of these methods has led to the devel-
opment of a tool that can be used in current practice.
Besides the problems inherent in launching innovative
solutions, the clinical interpretation of these measures
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remains poorly developed. This problem refers to the
question of measuring the functional deficit in the field
of speech disorders.19 Indeed, if the measurement of
speech intelligibility is recognized as the measurement of
the degree of alteration of speech production, it lacks cor-
relation with measures of speech comprehension and
accuracy in relation to prediction of people's communica-
tion abilities. Therefore, in order to estimate the severity
of the functional deficit, the clinical interpretation of a
speech severity score requires a real examination of
issues addressing the consequences on the communica-
tive capacities of individuals.

Thus, we propose the hypothesis that automatic
speech processing allows the production of objective
measures of the severity of speech pathologies in UADT
oncology, making it possible to describe treatment results
of protocols and supplementing survival rates.

The objective of this work is to (1) model an auto-
matic severity index of speech applicable in clinical prac-
tice, that is equivalent to or superior to a severity score
obtained by human listeners, via several acoustics param-
eters extracted (a) directly from speech signal and
(b) resulting from speech processing and (2) derive an
automatic speech intelligibility classification (i.e., mild,
moderate, severe) to predict speech disability and handi-
cap by combining the listener comprehension score with
self-reported QoL related to speech.

2 | MATERIALS AND METHODS

This is a cross-sectional study based on audio recordings
of patients with cancers of the oral cavity and the oro-
pharynx conducted during a single session. The princi-
ple is:

1. to evaluate the alteration of speech production using
the current reference method based on a perceptual
task, that is, by a score of severity or of alteration of
perceptual intelligibility as determined by a jury of
listeners;

2. then, to participate in automatic methods of signal
processing through different recordings of speech by
the same subjects to find the best possible modeling of
the reference score.

The automatic score thus obtained will then be studied in
relation to other aspects of speech, that is, comprehen-
sion, oral communication, and QoL relative to speech
handicap, in order to explore its capacity to describe
speech disorders in terms of severity.

All of the data collection and recordings occurred at
the same place for all speakers and on the same day for

each speaker, during a follow-up consultation or a day
hospitalization at the Institut Universitaire du Cancer
de Toulouse (Toulouse University Cancer Institute)
within the framework of the Carcinologic Speech
Severity Index (C2SI) project, financed by the Institut
National du Cancer (Grant INCa SHS No. 2015-135).
Each subject had been previously informed about the
nature of the C2SI project and the terms of participa-
tion in view of obtaining informed consent (via a
consent form). To guarantee anonymity, a code was
assigned to each subject. A declaration was made
concerning data processing to the French national
data protection authority (Commission nationale de
l'informatique et des libertés) (number 1876994v 0 July
24, 2015), and a favorable decision was obtained from
the research ethics committee of Toulouse Hospitals
on May 17, 2016. The corpus established with the
recordings are described in a preceding publication.20

The methodologies applied for the analyses of this cor-
pus are already published but are integral to this work.

2.1 | Speech recordings

Different types of production tasks were necessary in
order to produce a speech sample that was sufficiently
representative for finding a valid automatic score, for
knowing which tasks will finally be adequate for use in
clinical practice, and for specifying the significance of
this score for the communication function.

There were five linguistically varied speech produc-
tion tasks:

1. A task for producing a sustained vowel (/a/) that
allowed the extraction of different acoustic parameters
such as frequency, intensity, stability, noise, and so
forth.

2. The production of 50 bisyllabic pseudowords (words
that do not exist in French but follow its phonotactic
rules) chosen randomly for each subject among the
89 346 possible combinations were created. The pur-
pose of using these pseudowords was to limit the
effects of context related to access to word meanings,
and to explore speech quality at the acoustic-phonetic
level, which enabled a score for each speaker to be
computed that reflects the alteration of phonetic fea-
tures per phoneme.21

3. A text reading task (first paragraph of “La chèvre de
Monsieur Seguin” by Alphonse Daudet22), which
enabled an overall subjective measurement of severity
and of intelligibility.23

4. A task of describing an image randomly chosen from
a set of 10 images on the same theme,24 which also
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enabled an overall subjective measurement of severity
and of intelligibility. Contrary to the reading task,
however, this descriptive task left the speaker some
freedom of expression, while providing a general con-
text and forcing the use of a given lexical field.

5. A reading task consisting of a list of 50 short affirma-
tive sentences, 25 containing true information, and
25 containing false information. These 50 sentences
make up part of a corpus of 300 phrases, that is,
150 pairs of true/false sentences, of which the true or
false nature can only be identified by the last lexical
unit (e.g., “Hens lay eggs” vs. “Hens lay fruits”). They
enable the evaluation of comprehensibility by a task
called the “sentence verification task”.25,26

Finally, three of the tasks were used for automatic
processing, that is, production of the vowel /a/, produc-
tion of 50 pseudowords and the reading (first paragraph
of “La chèvre de Monsieur Seguin”), and two tasks were
used for perceptual analysis, that is, the description of an
image resulting in the severity reference score, and the
reading of a list of 50 short affirmative sentences
resulting in a comprehensibility score.

2.2 | Population (speakers)

2.2.1 | Inclusion criteria

All the patients seen in consultation posttreatment for
cancer of the oral cavity or the oropharynx between 2015
and 2017 at the Institut Universitaire du Cancer
Oncopole de Toulouse who met the following criteria
were included: being in a “chronic” phase (i.e., having
completed the treatment protocol at least 6 months previ-
ously) and being in clinical remission, to ensure that the
speech disorder would be as stable as possible. Not
included were patients presenting a speech disorder
potentially related to another pathology. A control group
of 35 subjects was also recruited, composed of accompa-
nying persons of the patients, to favor recruitment close
in age, lifestyle, and location.

2.2.2 | Clinical data collection

Demographic information and clinical and treatment
data for the patients were also collected including the
anatomic area affected by the cancer; the TNM classifi-
cation of the tumor27; type of treatment: (tumor sur-
gery, lymph node surgery, radiotherapy, and/or
chemotherapy); and the time since the end of treat-
ment (in months).

2.2.3 | QoL relative to speech questionnaire

All the participants were asked to fill out questionnaires
on QoL related to speech: the Speech Handicap Index
(SHI)28 and the Phonation Handicap Index (PHI).29

These two questionnaires have been the subject of a
study30 showing their equivalence. They are composed of
30 questions for the SHI and 15 for the PHI, each scored
on a scale of the Likert type with 5 levels (0 never,
1 almost never, 2 sometimes, 3 almost always, and
4 always), for a score of 0–120, and 0–60, respectively.
The PHI offers the advantage for our objective of taking
into account the functional dimension of oral communi-
cation, thanks to a “communication” field including the
following questions: “I speak with friends and neighbors
or relatives less often because of my speech,” “I have dif-
ficulties to express orally what I need (drink, eat, go to
the restroom…),” “I am hindered from expressing my
thoughts, my opinions,” “I have trouble communicating
with unfamiliar people,” “I am asked to repeat because of
my speech difficulties.” It also includes a symptom field
and a psychosocial field following the same model, that
is, five questions for a subscore of 0–20 points per field.

Finally, we kept the PHI for assessing the impact of
speech alteration and especially the functional dimension
of the impact on oral communication.

2.3 | Perceptual analysis of speech

Several listener juries were necessary to carry out this
work. The choice of the jury composition was determined
by our objectives and the feasibility related to the quan-
tity of the recordings. As the quality of the reference
score was crucial for modeling, we chose a task for
trained professionals measuring the intelligibility and
perceptual severity. Moreover, we wanted to model the
deficit and to assess the impact of this deficit in the real
life of the patient. For this reason, we chose an expert
jury for the reference score, a naïve jury for the compre-
hensibility task and a self-questionnaire for the QoL rela-
tive to speech.

2.3.1 | Perceptual severity reference score

An expert jury was established to obtain the perceptual
reference score. It was composed of six SLP and pho-
niatric experts in evaluating patients with speech disor-
ders. The raters had at least 7 years of experience.
Because of our previous work on the difference between
the perception of the degree of intelligibility and the
degree of severity,19 the determination of perceptual
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scores of severity and intelligibility was achieved using
the reading task and the image description task.

The experts were given instructions: (1) to first listen to
the stimuli and to score each one based on the quality of
voice, resonance (nasal and pharyngeal), prosody, and pho-
nemic production, using a 4-point ordinal scale (0–3, 0 no
alteration, 3 significant alteration), and (2) to afterward use
an visual analog scale for determining the level of severity
and alteration of intelligibility. Alteration of intelligibility
was defined as “the degree to which the message of the
speaker can be understood by a listener31 in terms of pro-
portion of speech”.32 Severity was defined as “the quality of
the emission of the acoustic-phonetic code,33 including the
measurement of the flow of speech,34 and other temporal
and/or prosodic parameters in relation with the discomfort
felt.35” For that, the stimuli may be listened to without any
time limitation. Both scores range from 0 to 10 (0 for impor-
tant alteration, 10 for no alteration).

The results of this trial were published,36 and the out-
comes produced by the instructions about the degree of
severity of the image description task were retained as a
reference for perceptual judgment. This task provided the
best satisfactory inter-rater agreement (intraclass correlation
coefficient of 0.69) and the best distribution of the scores.

2.3.2 | Comprehensibility score

For the score of comprehensibility obtained using the “sen-
tence verification task,” a cohort of 146 naïve listeners
(i.e., not accustomed to the altered speech to avoid the effect
of high level processes on their perception of speech)37 per-
formed a perceptual evaluation of the speakers. Each partic-
ipant had to verify the veracity of 100 sentences. One score
per speaker was calculated which was equivalent to the
average of each of the perceptual evaluations received dur-
ing the test. Since each item was evaluated three times by
the listeners, this score lies between 0 and 3. The method
used is presented in the publication of Nocaudie et al..26

2.4 | Automatic processing of recordings

2.4.1 | Extraction of acoustic parameters

Three software programs were used for acoustic processing.
The software openSMILE 3.038 permits the extraction of
over 1000 acoustic parameters on a sustained vowel. PRAAT
6.1.1639 was used for the measurements of formants, and
VOCALAB 440 to obtain composite criteria on the task of
/a/ production and on text reading.

After the acoustic processing was applied, a theoreti-
cal choice, which was a prerequisite for the analysis, was

applied to the significant differences of scores between
patients and control subjects and/or to the fact that the
parameters would be used in clinical practice, given their
very great number.40

The main parameters studied are listed in Table 1.

2.4.2 | Speech processing

Different studies involving automatic speech processing
had been conducted on a first batch of recordings before
being applied to the whole corpus. Among these studies,
we can report the use of an i-vectors-based approach
derived from the automatic speaker recognition field
(automatically recognizes the identity of a speaker based
on his/her voice) for predicting a speech intelligibility
score41; the use of an automatic system for detecting
speech abnormalities, especially designed for analyzing
speech impairments42; and the proposal of a “robotic” lis-
tener for automatically performing the phonetic-acoustic
decoding of the pseudoword productions and for providing
an automatic measure of speech intelligibility.43 Auto-
matic speech alignment was involved in the last two stud-
ies, which consists of aligning the sequence of expected
phonemes (corresponding to a word or a pseudoword pro-
nounced by a speaker in this case) on the corresponding
speech signal. The outputs of the automatic alignment are
a set of start and end time boundaries in the speech signal
for the sequence of expected phonemes. In a second step,
all possible phonemes are placed in competition on each
available phonetic segment derived from the automatic
alignment in order to obtain a sequence of phonemes that
is closest to what has been produced and not to what is to
be produced. This approach automatically computes a nor-
malized likelihood score. The higher this score, the more
the sequence of expected phonemes is considered to have
been correctly pronounced by the recorded speaker.

Finally, we investigated the use of an ASR system for
recognizing each pseudoword pronounced among the
86 346 occurrences available in a phonological dictionary
involved in the ASR system. Due to the great acoustic
confusion between pseudowords, we did not consider the
pseudoword automatically recognized by the ASR system,
as commonly done, but its recognition ranking among
the 86 346 occurrences. A ranking of 1 indicates that the
target pseudoword was classified as the best occurrence
recognized by the ASR system whereas a ranking of
86 346 is considered as the worst occurrence recognized.
By adding the rankings of all the pseudowords produced
by the subject, we end up with the calculation of a score,
denoted as the “cumulative rank score.”

By comparing all these approaches based on automatic
speech processing following our objective, four scores were
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retained from the task of pseudoword production task: the
score of cumulative ranks: (1) the higher the score, the
more severe the speech disorder; (2) the average rate of
detection of abnormalities in the speech signal associated
with pseudowords pronounced by the speaker; the higher
the score, the more severe the speech disorder; (3) the aver-
age normalized likelihood score derived from the approach
based on automatic speech alignment reported above: the
lower the score, the more severe the disorder; and (4) the
number of “features” of average deviation per phoneme
obtained from an automatic decoding issued from the
“robotic” listener mentioned above. A “feature” is a pho-
netic characteristic of a sound of the French language: there
are five for the vowels (nasal, back, rounded, high, and
open), and six for the consonants (vocalic, continuous,
nasal, voiced, compact, and acute). For example, there is
one feature of deviation between the [a] and [an]—the
nasal feature; two features between the [p] and [d]—the
voiced and the acute features. Thus, the greater the number

of features of average deviation per phoneme, the more the
perception deviates from the expected form and therefore,
the more serious the disorder.44

In the same way as for the pseudowords production,
automatic analysis derived from the approach based on
automatic speech alignment leads to the calculation of an
average normalized likelihood score on the text reading.

The parameters are presented in Table 2. They show
that automatic speech processing also allows for distinc-
tion between patients and controls.

2.5 | Automatic severity score

2.5.1 | Modeling of the perceptual severity
score

The modeling was done with a predictive approach using
a classic linear regression model. We chose perceptual

TABLE 1 Mean and SD for the patients and control subjects obtained from acoustic processing. p-Value of the difference of means

obtained

Patients Controls

Mean SD Mean SD p-Value

On the vowel /a/

Duration (s) 5.06 3.49 9.82 6.57 0.008

Fo median 153 43 176 53 0.025

Fo interquartile range 13 22 8 15 0.028

Jitter local median (Hz) 0.0055 0.0035 0.0038 0.0026 0.001

Jitter local interquartile range (Hz) 0.0061 0.0046 0.0038 0.0027 0.001

Height instability (Hz)a 2.12 2.68 0.94 0.84 0.001

Amplitude instability (dB)b 1.04 0.47 0.80 0.29 0.072

Ratio signal/noise (%) 1.91 1.69 1.11 0.76 0.005

Log-HNR median (dB) 10.09 31.93 15.76 23.79 0.405

Quality of the attackc 1.73 1.33 1.10 0.55 0.005

Harmonic povertyd 2.10 1.20 1.36 0.81 0.009

Mel-frequency cepstral coefficients 2.79 0.39 4.67 0.63 0.047

On text reading

Duration (s)e 32.78 9.57 23.76 4.86 <0.0001

Range of Fo (1/2 tones) 9.43 3.31 11.29 2.79 0.023

Height instability (Hz)a 9.67 3.20 13.31 4.53 0.029

Frequency distance /m/�/s/ (1/2 tones)f 15.93 10.38 24.14 11.50 0.002

Harmonic poverty 4.97 1.37 6.18 0.76 0.048

Note: All bold values are significant (p < 0.05).
aInstability of vocal height is calculated from jitter at medium, long, and very long term.
bInstability of amplitude depends on the variation of the amplitude of the signal over time (or shimmer) at medium, long, and very long term.
cQuality of attack of the sound is measured by analysis of the height and amplitude instability and the signal/noise ratio during the first 300 ms.
dHarmonic poverty is based on the medium to long term of the spectrum and corresponds to the number of harmonics included between the frequencies 75 and 2500 Hz.
eThe gross duration of the reading duration was automatically collected as a parameter dependent on speech flow.
fFrequency distance /m/�/s corresponds to the distance between the formant peaks of the consonants /s/ and /m/ in the “Monsieur Seguin” sequence.
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severity as the dependent variable, that is, the score
defined above in Section 2.3.1, and the explanatory vari-
ables were the acoustic and automatic voice and speech
parameters retained following the validity study. After
having eliminated certain redundant variables to avoid phe-
nomena of overadjustment related to a potential colinearity
between variables, the pertinence of the selection of the
parameters retained was verified by a confirmatory factor
analysis, and a measurement of the internal consistency of
the items retained (Cronbach's alpha). For that, transforma-
tions of variables allowed normalization of parameters.
Moreover, verification that conditions of application of the
model had been respected was achieved by control of equal-
ity of variances (Breusch–Pagan test) and the distribution of
residuals (Shapiro–Wilk test). Finally, the quality of the
measurement by the modeled C2SI score was evaluated by
the calculation of Spearman's correlation coefficient with
the perceptual severity score and by a Bland and Altman
plot representing the difference between the C2SI scores on
the one hand, and perceptual severity on the other hand, in
relation to the average of these two scores.

All statistical analyses were performed using the soft-
ware Stata 14.2.45

Initially, descriptive univariate analyses were con-
ducted. For quantitative variables, a test of normal distri-
bution (Shapiro–Wilk test) was performed and allowed
the choice of parametric or nonparametric tests for bivar-
iate analyses.

In order to compare the different means/medians
obtained for our variables, the parametric Student's test,
or the nonparametric Mann–Whitney U test for binary
variables, and the Kruskal–Wallis test for variables of sev-
eral categories, were used.

2.5.2 | Validity study

The validity study includes an analysis of the validity of
construct and of criterion.

The analysis of the validity of construct was con-
ducted on two points:

• An analysis of converging and discriminating validities
by a matrix of Spearman or Pearson correlation coeffi-
cients. The interpretation of the matrix follows the rec-
ommendations of Mukaka et al..46 The correction of
Bonferroni was applied for the interpretation of the
statistical significance of the results, in order to remedy
the bias linked to the performance of multiple tests.

• An analysis of the results obtained for the extreme
groups (patients and controls); the scores obtained by
the controls should be significantly different from those
obtained by the patients overall in the set of parameters
for voice and speech signal (clinical validity).

To evaluate the validity of criterion, we compared the dif-
ferent results with our reference test (perceptual severity
score during the image description test).

Once this modeling terminated, a score that would
give the same result with less speech production by the
patients, that is, a more “economical” version, was
sought by proceeding with a descending method.

2.5.3 | Description of the population
according to the severity of speech production
with the automatic C2SI score

To determine the clinical meaning of the speech severity
score, the data obtained on healthy subjects were used to
determine the diagnostic cut-off points between the control
subjects and patients with speech disorders. Normality
thresholds were calculated from the mean of the scores and
the mean SD of control subjects when the data distribution
followed the normal law, either according to increase or
decrease of the score for the normality: mean ± (2 � SD).47

If not, the threshold will be estimated from the distribution
of the quantiles at the 95th percentile.

TABLE 2 Results of scores obtained from automatic processing of speech with the p value of the difference of means obtained

Patients Controls

Mean SD Mean SD p-Value

On the production of pseudowords

Score of cumulative ranks 210 516 250 446 16 908 31 603 <0.0001

Averaged rate of detection of abnormalities 43.19 14.09 25.54 14.42 <0.0001

Number of features of average deviation per phoneme 1.28 0.63 0.48 0.22 <0.0001

Averaged normalized likelihood score �4.04 0.94 �3.16 0.93 <0.0001

On text reading

Averaged normalized likelihood score �3.11 1.00 �1.76 0.43 <0.0001
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Then, the observation of the distribution of the C2SI
score and the calculation of the receiver operating charac-
teristic (ROC) curves in relation to comprehension and the
communication field of the PHI, allowed determination of
the scores of C2SI associated with the best probability that
the speech disorder would have consequences on social
life through oral communication. For that, the C2SI score
corresponding to a sensitivity of 90% was retained.

A description of the speech production disorders of
our population could thus be proposed in three classes of
severity included between the maximum C2SI score, the
normality threshold of C2SI, the severity threshold deter-
mined by the impact on comprehension, and the commu-
nication field of the PHI.

3 | RESULTS

3.1 | Population

Here, 87 patients treated for cancer of the oral cavity or
the pharynx were registered (51 men and 36 women),
average age 65.8 years (range 36–87 years). Of these,
40.2% had cancer of the oral cavity, while 59.8% had an
oropharyngeal tumor (Table 3).

For the oral cavity, the origin of the tumor was mostly
the floor of the mouth,15 followed by the tongue,8 the ret-
romolar region,6 and the mandible.5 For the oropharynx,
it involved especially the tonsils,25 the base of the
tongue,13 and the soft palate.4 For nine tumors of the
oropharynx, their extension prevented attribution of a
precise starting point.

With regard to tumor classification, none of the
patients had metastasis. For the classification, 12.64%
were T1, 37.93% T2, 13.79% T3, and 35.66% T4. Then,
31% of patients were N0, 25% N1, 37% N2 a, b, or c, and
7% N3.

Also, 89% of patients had undergone surgical treat-
ment. This treatment was followed by chemoradiotherapy
in 45% of cases, or by radiotherapy alone in 39% of cases.
No additional treatment was given in 5% of cases. A lymph
node dissection was associated with removal of the tumor
in 80% of cases. Eleven percent of patients were treated
by radiotherapy or radiochemotherapy alone. Radiation
involved the nodal area in 60% of cases. The various com-
binations are shown in Table 3. Also, 66% of the patients
underwent surgical reconstruction. No analysis was made
about the type of reconstruction because of the large quan-
tity of missing data in that field, with 15 different types of
reconstruction and just a few subjects in each.

The posttreatment period during the recordings was
64.2 months on average (range of values 6–239 months)
with a median of 39 months.

3.2 | Perceptual judgment

The results of the perceptual severity score and the com-
prehension score are shown in Figure 1.

For the severity score obtained from the image descrip-
tion task, that is, our reference score, the mean is 6.06
(±2.36) for patients and 9.63 (±0.41) for controls. The
description of this score in relation to the oncological char-
acteristics of the patients was published previously.36 We
found some voice abnormalities even though they were
much less significant than the speech articulation abnormal-
ities. This observation may be related to the significant dif-
ference between patients and controls regarding the scores
of the acoustic parameters and the fact that patients were
treated with cervical irradiation for metastatic nodes.

The comprehension score is a mean of 2.39 (±0.63) for
patients and 2.88 (±0.05) for controls for a maximum score
of 3, which corresponds to perfect comprehensibility.

3.3 | Results of the self-administered
questionnaire on speech handicap

The scores of the PHI (Figure 2) are, respectively, for the
patients and controls for the Symptom (S) field, 8.27 (±4.64)
and 1.21 (±1.69); for the Communication (C) field, 6.13
(±4.53) and 0.23 (±0.7); for the Psychosocial (E) field, 6.7
(±5.19) and 0.28 (±0.9). The total score is 21.11 (±13.35) for
patients and 1.75 (±2.56) for controls.

3.4 | Determination of the automatic
severity score

3.4.1 | Study of the validity of parameters

Validity of construct
Analysis of convergent and discriminant validity clearly
shows two groups of parameters (Table 4). The first con-
sists of acoustic parameters that can be described as vocal
(orange insert), in contrast to the second group composed
of speech parameters obtained from automatic processing
of speech and from the duration of reading that repre-
sents a flow of read speech (blue insert).

The voice parameters are correlated between each
other with Spearman or Pearson correlation coefficients
superior to jrj > 0.30, except for correlations mainly
linked to the quality of attack and harmonic weakness.

Similarly, the scores obtained from speech parameters
evaluated on pseudoword production, but also the average
normalized likelihood score issued from the reading task
are all very highly correlated (>0.69). Only the duration of
speech is weakly correlated with the likelihood scores.

8 WOISARD ET AL.



Only two weak correlations are found between the
frequency parameters of voice and the score of cumula-
tive rank parameters (Table 4).

The analysis of results obtained from the extreme
groups patients/controls (Tables 1 and 2) shows significant
differences (p < 0.05). Only two tests failed to discriminate
between subjects and controls: instability of amplitude and
the mean of log-HNR. These measures are voice related.

Criterion validity
The analysis of criterion validity includes the study of
correlations between the different parameters of voice
and speech, the perceptual severity score (our gold stan-
dard), and the speech handicap (PHI) (Table 5). It shows

that the scores obtained from the pseudoword production
task, as well as the likelihood score on reading (i.e., speech
scores) are all strongly correlated with the perceptual
severity score (jrj > 0.62). They are also correlated, more
or less strongly, with the speech handicap scores. Notably,
the latter show stronger correlations for the “Communica-
tion and social handicap” field than for the “Symptom”
field of the PHI. As for the voice tasks, they are weakly
correlated with the questionnaire scores (jrj < 0.18), and
only the interquartile deviation of the fundamental fre-
quency and height instability show a correlation coeffi-
cient superior to 0.25 with the perceptual severity score.

For the purpose of construction of our score there-
fore, the most pertinent automatic parameters were

TABLE 3 Treatment offered to patients

Treatment combination
n Surgical procedure of tumor site n

TS NS Ch RT
Limited resection (tonsil or soft palate or mouth
floor) 8

X X X X 35 Partial glossectomy 10

X X X 3 Total glossectomy 2

X X X 30 Pelvi ± glosso ± mandibulectomy 27

X X X 1 Oropharyngectomy 26

X X 4

X X X 2

X X 4

X X 7

X 1

Note: On the right side, treatment combination. On the left side, surgical procedures.
Abbreviations: Ch, chemotherapy; NS, node surgery; RT, radiotherapy; TS, tumor surgery.

FIGURE 1 Distribution of severity scores at the left (scores range from 0 to 10; the lower the score, the greater the severity), and

comprehension scores at the right (scores range from 0 to 3; the lower the score, the greater the severity), P for patients, C for controls [Color

figure can be viewed at wileyonlinelibrary.com]
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selected, meaning those that respected the conditions of
validity.

In the end, we selected (1) two voice parameters: the
interquartile deviation of fundamental frequency and height
instability (both being measured by the production of the
sustained /a/); and (2) five speech parameters, four of which
were obtained from the production of pseudowords (auto-
matic mean rate of deviation per phoneme, average normal-
ized likelihood score, score of cumulative ranks, and
average rate of detection of abnormalities), as well as the
likelihood score obtained from the reading task.

Verification of the pertinence of the selection was
done with a confirmatory factor analysis and a measure-
ment of internal consistency.

The confirmatory factor analysis on the seven retained
parameters verified that the two groups “voice” and “speech”
were internally homogeneous, and clearly distinct from each
other, even though there remained considerable variability,
especially in the voice parameters (uniqueness at 0.65 and
0.68 for the voice group, and between 0.37 and 0.09 for the
speech group).

For the internal consistency of the “speech” field, we
calculated a Cronbach's alpha coefficient. The alpha
coefficients were all very high (≥0.88) and the overall
alpha of the field was 0.91.

For the “voice” field, comprising two parameters,
Spearman's correlation gave a coefficient of 0.71.

Analysis of all these results led us to exclude:

• the variables of “mean rate of deviation per phoneme”
and “automatic mean rate of deviation per phoneme”

on the production of pseudowords compared with
other speech variables (e.g. the correlation between
this variable and the likelihood score on the produc-
tion of pseudowords was very high, at 0.90), in order to
avoid phenomena of overadjustment related to a
potential colinearity between variables;

• the variable concerning duration of reading (equiva-
lent to a measurement of flow of speech) because of
the weakness of its correlations with the other parame-
ters of the “speech” field.

3.4.2 | Modeling of the score

The automatic score was then constructed from six
parameters: two from the “voice” field, and four from
the “speech” field. Multivariate analysis was performed
concerning the 59 patients with no missing data on the
automatic parameters retained (Table 6).

The conditions of application of this model were
respected, with an equality of variances (Breusch–Pagan
test: p = 0.655) and normally distributed residuals
(Shapiro–Wilk test: p = 0.416).

The test of overall adjustment of the model to the data
was highly significant (p < 0.001) with a high coefficient
of determination R2 at 0.757.

Thus, our automatic score YC2SI based on the depen-
dent variable “gold standard” of speech disorder severity
was modeled in this way: YC2SI = 11.26482
+ �0.0049184 � XF0-IIQ + �0.0946604 � Xheight instability on

/a/ + �0.147016 � Xaverage normalized likelihood score pseudowords

FIGURE 2 Distribution of

scores of the Phonation

Handicap Index [Color figure

can be viewed at

wileyonlinelibrary.com]
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+ 1.391981 � Xaverage normalized likelihood score reading + �2.09e-
06 � Xscore of cumulative ranks pseudowords + (�0.0111486 �
Xaverage rate of detection of abnormalities pseudowords).

The quality of the measurement of our automatic
C2SI score constructed by modeling for each of the
patients in our sample was confirmed with a Spe-
arman's correlation coefficient with the perceptual
severity score at 0.87. The Bland and Altman plot rep-
resenting the difference between the C2SI scores on
the one hand, and perceptual severity scores on the
other hand, in terms of the average of these two
scores, is shown in Figure 3.

The analysis of this plot shows that 95% of the differences
between the C2SI and severity scores are in the range ±2.16.
We do not find systematic bias, although a slight tendency to
underestimate the measurement for the high scores (higher
than 8/10) may be noted. That concerns therefore, the
patients with a well-preserved quality of speech. Moreover,
Pitman's test of difference in variance shows that there is no
bias related to the variation in deviations (p = 0.037).

Finally, it was possible to calculate a more economi-
cal version of this score, by following a descending proce-
dure. Step by step, at each stage, the least significant
variable was removed from the model. A model with two
explanatory variables was then constructed (Table 6). This
model also verifies all application conditions. The test of
overall adjustment of the model to the data is highly

significant (p < 0.001). The coefficient of determination R2

is high (0.762). This reduced C2SI score presents the same
properties as the complete score: its correlation with the
perceptual severity score is 0.87, and the Pitman test
between these variables does not show bias (p = 0.022).

The reduced automatic YC2SI score is modeled in this
way: YC2SIp = 11.48726 + (1.52926 � Xaverage normalized like-

lihood reading) + (�1.94e-06 � Xscore of cumulative ranks

pseudowords).
There are then, two versions of this C2SI score pre-

senting the same overall performances in our population:
a very good correlation with the reference score (r = 0.87
with the speech disorder severity score measured on the
image description task).

For future results, we shall use the reduced version
that will require the patient to read a list of pseudowords
and a paragraph of the text of “La chèvre de M. Seguin.”

3.5 | Description of the population
according to the severity of the speech
production disorder with the automatic
C2SI score

The reduced C2SI score ranges from 1.6 to 11.47. It is on aver-
age 6.33 (±1.88) for patients and 8.87 ± 0.89 for controls
(Figure 4), with a significant difference (p < .001). A

TABLE 5 Matrix of correlation between automatic results, perceptual severity scores, and questionnaire scores
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significant difference is also found in relation to the size of the
tumor. Patients treated for tumors of small size (T1 or T2) have
a significantly higher score than patients having presented a
T3 or T4 tumor: respectively, 6.98 ± 1.71, and 5.58 ± 2.39
(p= 0.001). In contrast, the C2SI score does not allow demon-
stration of significant difference by anatomic region.

The calculation of the normality threshold from the
normal population distribution is 8.87 � (2 � 0.89)
(mean-2DS), that is, 7.09.

The analysis of correlations between the C2SI score
and the comprehension task is at 0.77 (p < 0.001). It is
0.5 (p < 0.001) for the PHI with a better correlation for
the communication field at 0.53 (p < 0.001) (Figure 5
(B)), while it is 0.35 for the Symptom field (p = 0.035),

and 0.45 for the psychosocial field (p = 0.012)
(Figure 5).

By considering the distribution of C2SI scores, a first
severity threshold can be estimated according to the theo-
retical normality threshold of the communication field of
the PHI control population determined at the 95th per-
centile, which thus equals 1, and of the comprehension
field, thus 2.88 � (2 � 0.05) = 2.78.

For these different values, the C2SI score for 90% sen-
sitivity is ≥2.791 for comprehension, and ≥3.25 for the

TABLE 6 Construction of the automatic C2SI and the reduced C2SI scores by multivariate analysis modeling

Severity

Bivariate analysis C2SI multivariate analysis Reduced C2SI multivariate analysis

Coeff. p-Value Coeff. CI at 95% p-Value Coeff. CI at 95% p-Value

Constant 11.26482 9.57; 12.96 <0.001* 11.48726 10.50; 12.47 <0.001*

Fundamental
frequency –
interquartile range

�0.29 0.01* �0.0049184 �0.02; 0.01 0.45

Height instability
on /a/

�0.25 0.04* �0.0946604 �0.29; 0.10 0.34

Automatic likelihood
score on logatomes

0.68 <0.001* �0.147016 �0.77; 0.48 0.64

Automatic likelihood
score on reading

0.85 <0.001* 1.391981 0.84; 1.94 <0.001* 1.52926 1.16; 1.90 <0.001*

Accumulation of
rows on logatomes

�0.81 <0.001* �2.09e-06 �3.86e-06; �3.07e-07 0.02* �1.94e-06 �3.36e-06; �5.12e-07 0.008*

Abnormality rates on
logatomes

�0.64 <0.001* �0.0111486 �0.05; 0.02 0.52

Note: All bold values are significant (p < 0.05).
Abbreviation: C2SI, Carcinologic Speech Severity Index.

FIGURE 3 Bland and Altman plot between automatic

Carcinologic Speech Severity Index (C2SI) score and perceptual

severity score [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 4 Boxplot of the Carcinologic Speech Severity Index

(C2SI) score (P for patients, C for control subjects) [Color figure can

be viewed at wileyonlinelibrary.com]
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communication field, which suggests a severity threshold
of 3 with significant consequences on social life.

For illustrative purposes therefore, we can propose
the following scale:

• between the maximum and 7, mild disorder at the
limits of normal,

• between 7 and 3, moderate disorder with a low impact
on comprehensibility and/or QoL relative to speech,

• inferior or equal to 3, severe disorder involving a loss
of capacity for oral communication.

The representation of severity by creating levels of sever-
ity from the above determined thresholds is shown in

Figure 6 according to the size and location of the tumor.
The importance of tumor size is well illustrated. While
there are more disorders present in cancers of the oral
cavity, the most severe effects concern locations in the
oropharynx in our population sample.

4 | DISCUSSION

In our population of patients treated for cancer of the
UADT, the automatic scores measuring speech disorder
show good psychometric properties, with parameters
describing the severity of speech production disorders,
while being much more reproducible than those obtained
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FIGURE 5 Scatterplot of the Carcinologic Speech Severity Index (C2SI) score according to the comprehensibility score and the

communication field of the PHI. Dotted line: trend line. Continuous vertical line: severity threshold [Color figure can be viewed at

wileyonlinelibrary.com]

FIGURE 6 Severity profile (blue: light to mild [12–7], orange: moderate [<7–3], and severe: gray [>3–0]) of speech production disorders

in our patient sample expressed in percentage: at the right by the size of the tumor, at the left by the localization between the oral cavity and

oropharynx [Color figure can be viewed at wileyonlinelibrary.com]
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from a human jury owing to automation of the analysis.
This result is comparable to that obtained by other teams
in oncology or neurology,12,15–18,48–51 although those
studies did not lead to the production of tools widely dis-
tributed in current clinical practice. This situation persists
despite publications and developments dating back more
than 10 years by certain teams, e.g. PEAKS developed on a
continuous basis by the team of Erlangen in Germany.7,16

One of the reasons may be the constant evolution of infor-
matics and the explosive accelerated development of
machine learning approaches in the automatic speech
processing field. Thus, the work that we began in 2014 has
already evolved in our team toward reprocessing of the
data with deep neural networks. But before discussing this
point, we would like to insist on two other aspects related
to our work that may explain the limited use of results
obtained up to now.

The first is the lack of integration in the research of
complementary data aimed at conferring a clinical sense
on the measurement of speech deficit. Indeed, by analogy
with the measurement of auditory deficit, the hearing
loss is interpreted in terms of the probability of the loss of
comprehension of speech by the listener.19 However, this
approach is still missing for disorders of speech produc-
tion. The prominent place of QoL questionnaires related
to cancer to describe functional results, do not allow a
solution to this problem. In fact, the concept of QoL,
including that related to the state of health (HR-Qol)
reflects the unique personal perception of health, taking
into account the social dimension, functional and psy-
chological factors. The functional factors are combined in
the main questionnaires used in oncology of the UADT.52

That is why the different components of the models of
QoL must be explored between the deficits or the lesions
and the QoL. Following the model of Wilson and
Cleary53 revisited by Ferrans et al.,54 we explored the
interactions between the different linguistic levels con-
tributing to oral communication by using a measure of
comprehensibility and a questionnaire resembling a func-
tional status questionnaire (functional health status)
which itself addresses the ability to perform tasks in con-
nection with function and their effects on daily life. This
work demonstrates the possibility to measure automati-
cally and to classify the severity of speech disorders after
the treatment in three categories, that is, mild, moderate,
and severe.

The second point is the variability of perceptual eval-
uations used in reference to modeling of intelligibility.
The review of the different publications cited above
brings out several pitfalls that the C2SI has tried to avoid.
The first is the need to use listener juries with the “bur-
den” that that represents in terms of number of listeners.
In fact, although there is no formal rule, a minimum of

five listeners is justified to increase the reliability of the
measurement, given the high interjudge variability.55 The
second is the type of task required, but also the instruc-
tions given for the same type of task, which are deci-
sive.19 This explains that few teams have been able to
evaluate on a same patient population, different levels of
integration of speech production in the process of oral
communication. The most frequently used reference is
the intelligibility measurement, either by a visual analog
word identification scale or by a Likert scale56 These
tasks are indeed well correlated between each other, but
differences may arise from a lack of agreement between
the judges. This information is often missing and even in
well conducted studies, agreements are moderate (0.55 in
the study of Windrich et al.,15 0.69 in our study on the
same type of task). Imperfection of the reference is, there-
fore, a limit to consider in the expected results and it con-
firms the importance of using automatic systems.

These pitfalls complicate the application of methods
enabling interpretation of the scores obtained. Thus, the
ROC curves used to validate the diagnostic tests are limited
in this application by the uncertainty of the normality
thresholds. Our results still need to be validated by continu-
ing work on the tests of comprehension and of oral commu-
nication evaluation in the population of patients with
UADT cancers, and on the methods for integrating these
data in the validation of tools for measurement of speech
deficits. That is why our first results are given for informa-
tion purposes. In addition, the number of patients in our
population is insufficient to carry out a subgroup analysis
integrating the main factors influencing the results, such as
size and location of the tumor, treatment modalities. This
limitation does not allow to explore the impact of treatment
modalities according to tumor location and particularly the
impact of surgical treatments requiring reconstruction.

The different points that we have raised remain rele-
vant as the development of artificial intelligence is in the
process of improving results already obtained for the
modeling of intelligibility. Different types of neural net-
works and neural network architectures are being evalu-
ated. That especially concerns speech production disorders
in neurology, with results already published that, while
still insufficient, are very promising,57–60 but also in UADT
oncology.61 It is in this perspective that the C2SI corpus20

is used in the RUGBI project*: Looking for Relevant lin-
guistic Units to improve the intelliGiBIlity measurement
of speech production disorders.

In any case, the development of a device on a
tablet allowing use in clinical practice is being developed.
It will allow us to evaluate the C2SI score and the aver-
aged normalized likelihood scores on another sample of
patients treated for a cancer of the upper aerodigestive
tract and to pursue its validations.
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To close this article, this index could be applied to any
language where linguistic resources (speech database, elec-
tronic dictionary, acoustic, and language models) are avail-
able for automatic speech processing tools. It will require
to use a reference text in the target language), to construct
a pseudoword repetition task respecting the phonotactic
rules of the target language and then to study its perfor-
mance according to the methodology described above.

5 | CONCLUSION

Our work made it possible to evaluate the validity of an
automatic score of the measurement of speech disorders
in patients treated for a cancer of the upper aerodigestive
tract. The automatization of analyses allows a perfect
reproducibility of scores. These scores may be considered
for use in clinical practice because they are based on
tasks already performed daily by therapists and are based
on easily accessible automatic tools. The most contribu-
tive parameters are the automatic averaged normalized
likelihood score on a reading text and the score of cumu-
lative ranks on pseudowords. The correlation is 0.87 with
the perceptual reference score, 0.77 with the comprehen-
sion score, and 0.5 with the QoL related to speech.
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