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From Genomics to Metabolomics, Moving toward an Integrated Strategy for the 
Discovery of Fungal Secondary Metabolites 
T. Hautberguea,b E. L. Jamina,b, L. Debrauwera,b, O. Puela and I. P. Oswalda 

 
Abstract 
Fungal secondary metabolites are defined by bioactive properties that ensure adaptation of the fungus to its 
environment. Although some of these natural products are promising sources of new lead compounds 
especially for the pharmaceutical industry, others pose risks to human and animal health. The identification 
of secondary metabolites is critical to assessing both the utility and risks of these compounds. Since fungi 
present biological specificities different from other microorganisms, this review covers the different 
strategies specifically used in fungal studies to perform this critical identification. Strategies focused on the 
direct detection of the secondary metabolites are firstly reported. Particularly, advances in high-throughput 
untargeted metabolomics have led to the generation of large datasets whose exploitation and interpretation 
generally require bioinformatics tools. Then, the genome-based methods used to study the entire fungal 
metabolic potential are reported. Transcriptomic and proteomic tools used in the discovery of fungal 
secondary metabolites are presented as links between genomic methods and metabolomic experiments. 
Finally, the influence of the culture environment on the synthesis of secondary metabolites by fungi is 
highlighted as a major factor to consider in research on fungal secondary metabolites. Through this review, 
we seek to emphasize that the discovery of natural products should integrate all of these valuable tools. 
Attention is also drawn to emerging technologies that will certainly revolutionize fungal research and to the 
use of computational tools that are necessary but whose results should be interpreted carefully. 
 
 
1.  Introduction 
Fungi are well known for their capacity to produce a broad diversity of secondary metabolites that 
provide them with beneficial properties for adequate growth in a fluctuating environment. On the one 
hand, these proprieties are of interest to various industries (particularly pharmaceutical, cosmetic and 
food industries) that either can commercialize the natural compounds directly or develop derived 
products from the fungal molecules. Newman and Cragg showed that between 1981 and 2006, 28% 
of the newly developed industrial chemicals were of natural origin and 24% were inspired by natural 
products1. Over 40% of filamentous fungi are presumed to produce antibiotics under natural growth 
conditions2. Since the discovery of penicillin by Alexander Fleming in 19283, medicine has exploited 
natural fungal defenses against bacteria to protect humans and animals from pathogenic 
microorganisms. Likewise, many fungal compounds are used as antimicrobials as well as lipid-
lowering medications (lovastatin), immunosuppressants (cyclosporine and mycophenolic acid) and 
vasoconstrictors (ergometrine).  

On the other hand, some fungal secondary metabolites named mycotoxins are the subject of major 
concern because of their toxicity. Each year, systemic mycoses affecting immunocompromised 
individuals lead to 1.6-2 million deaths globally4. In contrast to mycoses, mycotoxicoses involve 
intoxication from the exposure to mycotoxins. Ergotism was an epidemic fungal disease recognized 
in 1676 to result from foods consumption5. In the 1960s, the identification of turkey X disease, due 
to the presence of Aflatoxins represented a turning point in the use of the term mycotoxin6, with far 
more than 400 secondary metabolites being considered as such today7. Of these, 30 mycotoxins have 
been demonstrated to be toxic to humans and/or animals, and only six mycotoxin families are 
regulated worldwide8. Some mycotoxins are also involved in plant diseases as pathogenic or 
aggressiveness factors, leading to partial or complete destruction of crops and by extension to huge 
economic losses. The destruction of infected crops was estimated to be equivalent each year to a 
quantity of food that could feed 600 million individuals, i.e., 8.5% of the world population9. Given 
the environmental concerns seeking to decrease the use of fungicides and the increasing demand for 
food to feed nine billion people in 2050, the irrepressible development of fungal resistance to 
pesticides must be faced4.  

The inherent properties, both beneficial and harmful, of fungal secondary metabolites make the 
study of these natural products of great importance. Today, 99,000 fungal species are identified and 
it is estimated that as many as 5 million fungal species exist10. Nevertheless, fungal genome 
investigations of identified species suggest that 80% of their secondary metabolome remains 
unknown, highlighting the large proportion of compounds waiting to be discovered11. Structural 
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elucidation of unknown fungal secondary metabolites is difficult since many of these natural 
compounds are synthesized in low amounts in very complex matrices. Each secondary metabolite is 
secreted under particular environmental conditions to adapt the colonization process, resulting in the 
production of only a small proportion of the total compounds under standard laboratory growth 
conditions. Moreover, the toxicity of mycotoxins may be observed after long-term exposure or 
exposure to mixtures with other fungal compounds. For these reasons, mycotoxin characterization 
should not be restricted to the predominant metabolites and to the observation of acute biological 
effects.  

This review presents an overview of the large spectrum of methods that have been developed to 
discover fungal natural products (Figure 1) and presents the advantages of each strategy in 
addressing the abovementioned difficulties. Strategies focused on the direct detection of the 
secondary metabolites are firstly reported. Particularly, advances in high-throughput untargeted 
metabolomics have led to the generation of large datasets whose exploitation and interpretation 
generally require bioinformatics tools. Some of the promising algorithms for natural product research 
are presented herein. Then, the genome-based methods used to study the entire fungal metabolic 
potential are reported. Transcriptomic and proteomic tools used in the discovery of fungal secondary 
metabolites are presented as links between genomic methods and metabolomic experiments. Finally, 
the significant influence of the culture environment on the synthesis of secondary metabolites by the 
fungus is highlighted. Through this review, we seek to emphasize that the discovery of natural 
products should integrate all of these valuable tools.  

 
Fig. 1  From genomics to metabolomics, the multiple strategies for the discovery of unknown 
fungal secondary metabolites.  
 
2.  Detection of Secondary Metabolites 
2.1 Targeted Purification 
Historically, the detection of fungal secondary metabolites was achieved by two main strategies. One 
based on the detection of an unidentified signal in a chromatogram, and another one directed by 
biological effects. They lead to the discovery of thousands of the fungal metabolites and have been 
widely reported in the literature12,13,14,15,16. Here, several examples are presented to illustrate these 
two strategies discussed hereafter.  
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Purification of Crude Extracts. Many natural products were discovered after observation of an 
uncharacterized signal in the analytical profile of a fungal extract. Chromatographic purification of 
the corresponding unknown secondary metabolite and structural analysis by mass spectrometry (MS) 
and nuclear magnetic resonance (NMR) spectroscopy have led to the characterization of many new 
fungal compounds. Among the numerous examples, two unknown secondary metabolites, arugosins 
H and G, were isolated from Emericella nidulans using normal-phase vacuum liquid 
chromatography (VLC) and high-performance liquid chromatography (HPLC)17. Similarly, two 
modified peptides were discovered by Garo et al.18. One of these trichodermamides bears a 
chlorinated group and displays antimicrobial activities and cytotoxicity against human colon 
carcinoma. Study of the soil fungus Trichoderma harzianum revealed the isoharzianic acid, which is 
responsible for the inhibition of fungal mycelium radial growth, the stimulation of tomato seed 
germination and the induction of disease resistance19.  

Today, the detection of new compounds by simple purification of fungal extracts has been 
overtaken by numerous advances in analytical technology. Purification of an unidentified signal in 
the fungal extract can be unsuccessful for several reasons. First, this method may mostly lead to the 
rediscovery of already known compounds. Second, this strategy is not guided by precise criteria and 
may lead to identification of compounds without interesting effects. To guide research, a recent 
study presented the MeHaloCoA algorithm developed to specifically identify halogenated 
compounds in untargeted MS data from natural extracts20. Halogenated natural compounds, such as 
ochratoxin A, a well-known mycotoxin, and the antifungal griseofulvin, may display biological 
effects21. A successful application of MeHaloCoA led to the discovery of griseophenone I and 
chlorogriseofulvin, which have antiproliferative effects20. This tool may increase the probability of 
discovering active compounds by simple purification of an unknown signal, although the presence of 
halogen atoms on the molecule does not guarantee a promising biological effect. Alternatively, 
extractions guided by the observation of biological effects is another strategy widely referenced. 
 
Bioguided Purification. Bioguided purification consists of the consecutive fractionation of a fungal 
extract that retains the studied effect to ultimately obtain the smallest fraction containing only the 
active substance (Figure 2). Until today, bioguided research on natural compounds has been 
performed to trace back to the origin of deleterious effects or of pharmaceutical activities of fungal 
extracts. The discovery of the penicillin by tracking the antibiotic effect of Penicillium notatum3 is 
the historical most important example of bioguided discovery of a fungal secondary metabolite. 
Several toxic fungal secondary metabolites have been identified during sanitary crises, and their 
characterization was guided by tracking their toxic effects. In 1988, two fumonisins, B1 and B2, 
which are the cause of leukoencephalomalacia in horses, pulmonary edema in pigs and 
hepatocarcinogenic in rats, were discovered from Fusarium verticillioides cultures using this 
approach22. In an effort to identify anticancer products, Liu et al. also used this strategy with Spicaria 
elegans and characterized trichodermamide A, espergillazine A and six cytochalasins23,24. Similarly 
besudon, an antimicrobial, cytotoxic and phytotoxic compound produced by the fruit pathogen fungus 
Mollisia benesuada has been caracterized25. Recently, this strategy was used to test the antioxidant activity 
of Bipolaris sorokiniana, leading to the discovery of sorokiniol26. 

This approach can be extended to the high-throughput screening of thousands of secondary 
metabolites to identify compounds with a targeted biological effect. For example, Vansteelandt et al. 
selected a Penicillium strain after screening for cytotoxicity against cancer cell lines versus non-
tumor cell lines. These activities were found to originate from the synthesis of a chlorinated 
sesquiterpenoid named ligerin27. In searching for molecules capable of inhibiting the SecA protein 
(involved in bacterial resistance to toxins), Parish et al. screened extracts of Geomyces pannorum 
and characterized pannomycin28.  
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Fig. 2  Principle of the bioguided fractionation strategy to discover secondary metabolites with 
biological properties: the fungal extract demonstrating bioactivity (here, a phytotoxic effect) is 
fractionated, and each resulting fraction is tested for the specific activity. The bioactive fraction is 
then also fractioned, and each resulting subfraction is tested in turn. This protocol is carried forward 
until the last subfraction contains the pure bioactive compound that can then be characterized (here, 
by MS and NMR, for example). 
 

Bioguided purification is suitable for secondary metabolites that have strong activities or 
produced in large quantities but could be limited by the “cocktail effect”. Indeed, this strategy may 
be unsuccessful in cases where an effect is observed in mixed extract but lost in the purified 
fraction11. Nevertheless, this method is commonly integrated in studies of fungal secondary 
metabolomes as a complement to other strategies reported in this review29,30. For example, bioguided 
purification could be appropriate to discriminate toxic secondary metabolites among hundreds of 
compounds highlighted by untargeted metabolomics. 

 
2.2  Untargeted Metabolomics 

Untargeted metabolomics seeks to obtain a fingerprint of the metabolome of a studied organism 
using MS or NMR data31. Technological advances in MS and NMR methods in recent decades have 
revolutionized the research on natural compounds by providing high-resolution datasets. At present, 
this research needs to be directed toward the development of computational algorithms for 
processing such complex results. Data mining and spectral interpretation remain the critical steps in 
untargeted research on secondary metabolites32,33, particularly when analyzing complex matrices 
such as fungal extracts34. Analytical strategies, dereplication tools and softwares developed to assist 
untargeted studies of new natural products are described hereafter. 
 
Stable Isotope Labeling. One strategy to guide the detection of fungal secondary metabolites in 
complex metabolomic fingerprints is to specifically label fungal products using stable isotope 
labeling (SIL). When growing on a labeled substrate, fungi produce labeled secondary metabolites 
that can be distinguished from contaminants and background noise. Depending on the level of 
specificity of the labeled substrate, the labeling of fungal secondary metabolites can be restricted to a 
specific family or spread to the entire secondary metabolome. In their experiment, Klitgaard et al. 
studied the secondary metabolites synthesized from phenylalanine by feeding A. nidulans with 
labeled phenylalanine. The resulting extract was compared with the extract of a non-labeled culture. 
The compounds of interest were specifically detected using MS by exploiting the given mass 
difference between the secondary metabolites produced via the incorporation of the 13C9

15N-labeled 
phenylalanine and the secondary metabolites produced from non-labeled amino acids. Several 
unknown compounds were identified as several analogues of nidulanin A and fungisporin35.  

In addition to the precursor-focused SIL strategies, labeling the global source of carbon atoms 
(13C) and/or nitrogen atoms (15N) leads to the untargeted labeling of all fungal secondary 
metabolites36. The observation of particular isotopic patterns allows the specific detection of fungal 
secondary metabolites. Moreover, considering the mass difference between the labeled and unlabeled 
signals, the number of carbon and/or nitrogen atoms contained in each secondary metabolite can be 
determined. Bueschl et al. cultivated F. graminearum on two distinct media, one containing native 
glucose with almost 100% 12C and another containing 13C-glucose as a unique carbon source. Based 
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on the mass difference between the symmetric isotopic patterns of the labeled and non-labeled co-
analyzed metabolites, the carbon atom composition of all the fungal compounds was elucidated and 
used to determine the chemical formulas37. Another approach to the 13C-labeling of fungal secondary 
metabolites called isotopic ratio outlier analysis (IROA) is based on the preparation of two labeled 
metabolomes with specific proportions of labeled nutrients from 5% and 95% 13C-labeled cultures38. 
Some overviews of IROA methods are available38,39. The two strategies based on 13C labeling of 
fungal secondary metabolomes are equivalent and the same results are expected. X13CMS is a 
bioinformatics tool that can be used for the processing of raw data from SIL experiments40. By 
allowing the automatic detection of isotopic patterns, this software provides valuable assistance since 
it decreases the time of data processing compared to manual data mining. However, the false positive 
rate is likely to be high due to the misinterpretation of background ions. To avoid this, it is highly 
recommended to check the results obtained by these tools. Consequently, their benefit in terms of 
saving time is not obvious.  

Although calculation of the number of carbon atoms could be sufficient to unambiguously 
determine the chemical formula of small secondary metabolites (<400 Da), several possible formulas 
could remain concerning metabolites with high molecular weights, even with measurements of high 
mass accuracy. To overcome this limitation, Cano et al. developed a protocol using double isotope 
labeling of the fungal substrate with both labeled carbon atoms and labeled nitrogen atoms. This 
method allows the specific detection of all the fungal compounds as well as the unambiguous 
determination of their chemical formulas41. Three differently labeled wheats were generated after 
culturing in hermetic chambers alimented with native or 13C-labeled CO2 and with native or 15N-
labeled nutrients: (i) a native wheat (containing 99% 12C), (ii) a 13C-labeled wheat (containing 97% 
13C) and (iii) a 13C15N-labeled wheat (containing 97% 15N and 50% 13C). The harvested wheat grains 
were then used as only source of carbon and nitrogen atoms for the fungus. After distinct extractions 
and MS analyses of the three cultures, a list of all secondary metabolites produced by the fungus 
grown on the wheat grains was generated, and their chemical formulas were unambiguously 
determined, even for high molecular mass compounds. The second advantage of this method lies in 
the labeling of the plant with 50% of 13C and 97% of 15N, which enables specific and fast detection 
of each fungal secondary metabolite in the complex mass spectra based on the specific isotopic 
patterns. This method was successfully validated for the well-documented secondary metabolism of 
A. fumigatus, and a new member of the fumigaclavine family was identified41. Similarly, the 
application of double SIL of a fungal substrate led to the detection of 98 secondary metabolites in 
P. verrucosum and the determination of their chemical formulas. Dereplication of these formulas 
highlighted that 82 compounds were unknown42. 
 
Dereplication. As untargeted metabolomics often leads to complex fingerprints of fungal secondary 
metabolomes, dereplication, i.e., the annotation of known compounds in a mixture, is a key 
step43,44,45. Particularly in the field of secondary metabolite research, Bills et al. stated that 
“dereplication is a vital step in natural product discovery processes”11. To avoid wasting time 
rediscovering known metabolites11, this early data-mining strategy seeks to highlight known 
compounds and guide the analysis toward unknowns by submitting the MS or NMR results to 
databases. Dereplication must be based on databases adapted to the studied organism and to the type 
of data (UV, NMR or MS spectra, for example). For fungal studies, databases such as Antibase46 or 
the Dictionary of Natural Products47 list known compounds with the associated metadata such as the 
chemical formula and exact mass. Since many isomeric products may have the same exact mass, i.e., 
chemical formula, restricting the databases from global natural products to fungal secondary 
metabolites could limit the number of matching compounds. 

Tandem mass spectrometry (MS/MS or MSn) coupled with LC provides both chromatographic 
retention times and fragmentation pattern specific to each detected secondary metabolite. Hence, 
some databases reference fungal secondary metabolites with their chromatographic and MS or 
MS/MS profiles. El-Elimat et al. recorded ultra-high performance liquid chromatography (UHPLC) 
retention times and MS, MS/MS, and UV spectra of 170 known fungal secondary metabolites48. 
Similarly, Nielsen et al. listed the LC-UV-MS properties of 474 fungal secondary metabolites49, and 
Kildgaard et al. presented a database of 1,300 compounds for the dereplication of marine-derived 
fungal secondary metabolomes50. In addition to these homemade databases, the Global Natural 
Products Social Molecular Networking (GNPS) system is a general tool for the dereplication of 
natural products. This open-access library shares approximately 220,000 MS/MS spectra 
representing more than 18,000 natural products from the MassBank51, ReSpect52 and NIST53 
databases as well as reference compounds from approved worldwide contributors54,55. Recently, the 
dereplication algorithm DEREPLICATOR was associated with the GNPS system56. This tool, which 
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specializes in the dereplication of peptidic natural products from metabolomic experiments, was 
created to complete the spectral alignment algorithms for the non-ribosomal peptide (NRP) 
dereplication of cyclic peptides57 and the platform for the classical dereplication of NRPs, iSNAP58. 
While such databases increase the dereplication efficiency, full identification is only possible from 
comparison (of the chromatographic pattern and MS/MS, NMR or UV spectrum, for example) with a 
standard compound. 

In addition to the tens of thousands of MS/MS spectra of known compounds, the GNPS system, 
as the largest library of publicly shared datasets, containing more than 80 million public, 
uncharacterized, MS/MS spectra, facilitates unknown compound dereplication. Presented as a data-
mediated social network, public datasets deposited by laboratories across the globe can be compared 
with each other. Thus, unknown secondary metabolites identified in different studies can be linked 
and knowledge can be shared in the interest of natural product characterization55. 
 
Computational Approaches to Assist Data-Mining in Metabolomics. Advances in metabolomic 
research on natural products has produced large datasets with hundreds of MS and MS/MS spectra 
per experiment, leading to the development of computational tools that can help in data mining such 
as XCMS59. Particularly, some algorithms have been developed to help for the interpretation of data 
generated in a context of natural product research. GNPS enables the organization of hundreds of 
MS/MS spectra according to their similarity, assuming that their similar MS/MS spectra may 
originate from similar structures60. This organization highlights metabolites with potentially similar 
structures, including knowns and unknowns, and therefore assists in their structural elucidation. 
GNPS workflow has recently been improved by integrating a preprocessing of metabolomic data by 
the software package for metabolomics MzMine61. Mohimani and Pevzner focused on the 
application of molecular networks for peptidic natural products. Since these secondary metabolites 
are primarily produced as group of analogs, GNPS simplifies their detection by clustering their 
similar MS/MS spectra62. However, this tool presents some limits. Firstly, by taking into account all 
neutral losses, specific or not, with the same importance, molecules sharing specific sub-structures 
may be indistinguishable from molecules sharing non-specific chemical groups. Secondly, the 
similarity between two MS/MS spectra is calculated via a cosine score giving equal importance to 
the m/z and to the intensity of product ions. However, the m/z should be considered with a higher 
importance since intensity of product ions is much less representative of the similarity between two 
molecules. In this context, MS2LDA appears to be a good alternative and/or complementary to 
GNPS to get further information about similarity between MS/MS spectra63. In MS2LDA, an 
algorithm originally used for text-mining is derived to highlight common groups of neutral losses 
and product ions, called Mass2Motifs, that may be representative of common substructures. 
 

In addition to these data mining tools, software has been developed to support the interpretation of 
fragmentation mass spectra and the structural characterization of metabolites. Fragmentation trees 
(FTs) are data structures generated using particular computational tools to interpret or compare 
MS/MS spectra64,65. Each node in an FT represents an ion (precursor or product ion), and the edges 
illustrate the fragmentation reactions. Such an algorithm was first designed by Rasche et al. based on 
known fragmentation rules66 but it was limited by the tremendous number of rules and the fact that 
totally unknown compounds could fragment according to unknown rules. To address this limitation, 
Rasche et al. created an FT alignment algorithm that compares standard FTs with uncharacterized 
FTs to highlight the structural similarities between known and unknown natural products67. Pairwise 
alignment similarity matrices of standard FTs showed good correlation with the structural 
similarities, validating this method. Therefore, this completely automated and “rule-free” analysis is 
considered a guide to highlight the structural similarities between standards and unknown secondary 
metabolites. The main limitations of FTs lie in the generation of MSn experiments from low 
abundances of parent ions, particularly in the context of natural product analyses. Caution must also 
be used because the fragmentation pattern of a molecule depends on the mass spectrometer and 
fragmentation parameters used. While the GNPS software compares the fragmentation patterns 
generated from a single analysis or from analyses performed using the same mass spectrometer, FT 
alignment compares unknown FTs with standard FTs from databases that were generated using 
different equipment. Users should ensure to not compare the incomparable. 

In terms of the structural elucidation of peptidic natural products, classical proteomic tools for 
peptide sequencing can fail due to the incorporation of non-proteinogenic amino acids and the 
recurring important structural modifications. To overcome these limitations, NRPquest was created 
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to compare the MS/MS spectra of multiple peptidic natural products and was successfully used for 
the de novo sequencing of peptides68. In addition, the freely available open-source software mMass 
includes a specific algorithm for the in silico fragmentation of peptidic natural products to assist the 
interpretation of mass spectra of linear and cyclic peptides69. Although these tools may provide 
valuable assistance, predictions from all these computational tools need to be carefully considered. 
Some experts advice to validate the results by manual interpretation of the MS/MS spectra of 
interest70. Some other bioinformatics tools, such as MassTRIX71, CSI:FingerID72, CFM-ID73,74, 
MAGMa75, MetFrag76 and MassFrontier, have been developed to support the structural elucidation of 
unknown compounds, but not specifically natural products.  

 
2.3. Critical Insight about the Direct Detection of Secondary Metabolites  

Among the different strategies dedicated to the direct detection of fungal secondary metabolites, 
some historical methods have been outdated and untargeted metabolomics stands as the most 
promising one. Although mass spectrometry allows the detection of secondary metabolites produced 
at trace level, the sensibility of mass spectrometers may be not sufficient for their structural 
elucidation. The development of new technologies such as microflow NMR may be coupled to 
untargeted mass spectrometry in order to overcome some of the limits related to structural 
elucidation of new compounds77,78. Further improvements of the sensibility of NMR would enable 
field analyses to characterize secondary metabolites secreted in natural growth conditions impossible 
to simulate in laboratory. 

 
A critical step of metabolomic research of fungal metabolites is the dereplication. Significant 

advances are possible with the enrichment of databases. Since NMR data are not useful for rapid 
annotation of the metabolites in an extract, sharing MS/MS data about new fungal compounds as 
well as about unknowns should be encouraged. Another important point lies in the standardization of 
the generation of MS data. Most of the MS/MS spectra in the databases are generated in Collision-
Induced Dissociation. However, this mode provides highly variable spectra depending mainly on the 
type of analyzer80. To be useful, the shared data need to be standardized. The development of 
bioinformatics tools to process mass spectrometry is still recent and promising advances can be 
reasonably expected in the coming years. In a recent review, Covington et al. reported the various 
MS-based computational methods used to process metabolomic datasets and highlighted their 
application in the context of natural product research79. 

Since they are based on different principles, several of these tools should be used to get 
complementary information. Nevertheless, the bioinformatics results should always be considered 
carefully, and have to be checked. 

 
The strategies presented above are based on direct identification of secondary metabolites. 

However, fungus adapt their secondary metabolomes according to their environment. Several gene 
clusters may therefore be silent in standard laboratory culture conditions. In order to explore the 
entire metabolic capacity of fungi, the most appropriate strategies are based on the activation of these 
silent genes by genome mining. 

 
3.  Genome Mining for the Discovery of Fungal Natural Products 

Besides direct detection, genome analysis may allow the identification of fungal secondary 
metabolites. Thanks to technological advances in molecular biology, the sequencing of microbial 
genomes has substantially increased in recent decades. Observation of these fungal genomes has led 
to the establishment of two general principles: (i) genes involved in the synthesis of secondary 
metabolites are mostly organized in clusters that are principally located in the non-syntenic regions 
of subtelomeric extremities of the genomes81 and (ii) these genes code for core enzymes belonging to 
well-defined families such as non-ribosomal peptide synthetases (NRPSs), polyketide synthases 
(PKS) and dimethylallyltryptophan synthases (DMATSs)82–84. The observation of cryptic clusters, 
i.e. gene clusters whose corresponding secondary metabolites are still undiscovered, indicates that 
more than 80% of the fungal compounds remain to be identified. This unexplored portion is partly 
explained by the fact that many gene clusters, called silent clusters85, are not expressed under 
standard laboratory culture conditions. The misemployment of the term “cryptic clusters” to 
characterize silent clusters was exposed by Harald Gross who states that “gene clusters are more of 
cryptic nature due to their undiscovered characters, but not in a sense of silence”85. In this review, the 
term “cryptic” will be used to refer to all the gene clusters whose corresponding secondary 
metabolites are currently unknown. The term “silent” will be used to refer to particular cryptic 
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clusters whose products are unknown because they are not expressed under standard laboratory 
conditions.  

Based on genetic observations, a strategy for fungal secondary metabolite discovery consists of 
the targeted analysis of cryptic clusters and more specifically of the awakening of silent clusters that 
are not expressed in laboratory growth conditions. Several reviews report the different genome 
mining tools employed in natural products research86–90. 
 
3.1  Gene Cluster Analysis 
In silico Cluster Detection. The first step of genome mining strategies consists in the detection of 
gene clusters involved in the synthesis of secondary metabolites. The mostly rule-based 
bioinformatics algorithms developed for the untargeted detection of these clusters from sequenced 
fungal genomes are described in some specific reviews91,92,93. Owing to the identification of genes 
coding for well-conserved protein domains, these approaches are very effective at detecting gene 
clusters that code for known biosynthetic pathways with high precision91. SMURF identifies putative 
clusters by recognizing the conserved sequences of the three major core enzymes, NRPSs, PKSs and 
DMATSs and then evaluates their adjacent genes to test their inclusion in the cluster94. Similarly, 
ClustScan searches all the PKS, NRPS or hybrid PKS-NRPS sequences in a semi-automatic manner 
95. AntiSMASH was developed based on the same principle but has the advantage of analyzing 44 
known classes of biosynthesis gene clusters of secondary metabolites96,97,98. Recently, PRISM was 
developed to identify type II PKSs and a wide range of enzymes involved in tailoring reactions99. 
MultiGeneBlast is a program based on a BLAST implementation that performs homology requests 
on GenBank database or in homemade databases100. The search of homology is performed from a 
sequence of reference and according to multigene modules indicated by the user. One of the 
advantages of this tool lies in the fact that gene clusters can be searched with different degrees of 
specificity. On one hand, by indicating sequences common to many core enzymes, it allows the large 
screening of other core enzymes. On the other hand, by indicating a sequence of reference involved 
in the synthesis of a particular family of secondary metabolites, it allows the detection of genes 
involved in the synthesis of putative new compounds of this family. Finally, Wolf et al. created a 
tool called SMIPS-CASSIS to take into account the possible co-regulation of clusters101. SMIPS-
CASSIS was developed on the hypothesis that some co-regulated clusters include promoters sharing 
a same transcription factor binding site. Thus, the cluster prediction is guided by the investigation of 
areas around the core genes, where the promoters share a common binding site.  
 

To identify clusters without core enzymes, some motif-independent protocols have been 
developed. Takeda et al. created an algorithm called MIPS-CG that is based on comparison of the 
DNA sequences of two genomes102. This tool detects the clusters involved in the secondary 
metabolome by searching for a similar order of genes and considers their high enrichment in non-
syntenic blocks. Since this comparative genomics approach is motif-independent, it allows the 
detection of gene clusters without core enzymes, such as the kojic acid and oxylipin gene clusters. 
However, it is not applicable for the detection of clusters specific to a particular genome and it might 
fail for the detection of short gene clusters (less than five genes). Moreover, since order and 
orientation of genes in a particular cluster are often modified between distant genomes103, the results 
of such algorithms are pertinent when comparing genomes from phylogenetically related species. 
Using MIPS-CG, cluster boundaries might not be accurate but this limit may be overcome by the 
simultaneous use of transcriptomic data. Considering this limitation, MIDASS-M integrates genomic 
and transcriptomic data to highlight the cooperatively regulated genes that are located in the same 
region of a genome. Using MIDASS-M, it was highlighted that a cluster was three time longer than 
previously predicted by SMURF104. These two methods of motif-independent cluster detection are 
reviewed in detail by Umemura et al.105.  
It is important to bear in mind that these bioinformatics tools are predictive and that every cluster 
hypothesis should be confirmed experimentally. These algorithms could miss important information 
such as genes intertwined in superclusters106. The choice of the software used to detect biosynthetic 
gene clusters depends on the context of the research of new fungal products and on the type of 
available data. On one hand, motif-dependent protocols, and more particularly AntiSMASH, are 
widely used and are very useful for quickly acquiring a general view of an uncharacterized fungal 
genome. These tools should be used when only genomic information about the studied strains are 
available. Among these tools, SMURF frequently overestimates the size of clusters if two clusters 
are adjacent and less than 3814 bp apart. This is the case for the patulin cluster which contains 15 
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genes in all producing species and is identified by SMURF as a cluster containing 23 genes. 
Equivalent shortcomings had been noted for AntiSMASH but in the version AntiSMASH 4, the 
determination of the cluster boundaries has been improved107. For this, CASSIS and ClusterFinder 
algorithms have been implemented in AntiSMASH. Although AntiSMASH is continually improved, 
SMURF is static and does not provide information about similarities between several clusters and 
others well characterized. On the other hand, since a large part of biosynthetic enzymes diversity is 
unknown, performing transcriptomic experiments and sequencing several strains of the same species 
for comparative genomics strongly increase the quality of the information obtained with motif-
independent tools. Finally, some limits of motif-dependent algorithms for the detection of 
biosynthetic gene clusters may be overcame by comparative phylogenomic experiments. 
 
Comparative Phylogenomics. Phylogenomics couples genomics and phylogenetics to predict the role 
of a gene. This method is based on the theory of timeline evolution and focuses on the distribution of 
genes on a phylogenetic tree108,92. Besides providing insights into the distribution and evolution of 
gene clusters into the fungal kingdom, comparative phylogenomics has been applied to detect gene 
clusters involved in the synthesis of bioactive secondary metabolites109,92. In their review, Van der 
Lee et al. present the study of pan-genomes as an efficient strategy for the detection of unknown 
gene clusters92.  
 On the one hand, comparative phylogenomics may be applied to link genes and secondary 
metabolites. In view of this, genome comparison should be restricted to the study of strains within 
the same species. Indeed, within a given species, the gene clusters involved in the natural products 
synthesis are diverse but tractable. Thus, the highlighting of common genes as well as genes specific 
to some strains allows a direct correlation of production of a metabolite with the cluster that encode 
it. At the scale of a species, comparative phylogenomics may overcome some of the limits of the 
motif-dependent bioinformatics algorithms for the detection of biosynthetic gene clusters, as well as 
the frequent wrong genome annotations. 

On the other hand, comparative phylogenomics may also be carried out to point out the clusters 
responsible for a given phenotype. Throckmorton et al. focused on the analysis of non-reducing 
polyketide synthases (NR-PKSs) based on the assumption that the resulting secondary metabolites 
are virulence factors or chemical defenses for the fungi which synthesize them110. By studying the 
coevolution of the corresponding genes, they identified genes involved in the synthesis of putative 
toxic metabolites. In an effort to identify genes likely involved in the phytopathogenicity of 
Stagonospora nodorum, Syme et al. compared the genomes of three strains: a virulent natural strain, 
an avirulent strain, and a pathogenic strain that exhibited virulence not observed in the natural strain. 
This intraspecific genome comparison led to the identification of genes present in the virulent strains 
but absent in the avirulent strain111. Similarly, a phylogenomic comparison of strains of a barley 
pathogen, Cochliobolus spp., revealed clusters specific to particular pathotypes. Deletion of these 
clusters confirmed their involvement in the virulence112.  

Studies based on comparative phylogenomics highlighted some gene clusters putatively involved 
in the synthesis of toxic secondary metabolites. However, this strategy could be inappropriate, 
particularly in case where there are no adequate comparable genomes. If so, the research of 
secondary metabolites from a single fungal genome may be guided by the in silico prediction of the 
structure of cryptic cluster’s products. 
 
In silico Prediction of Cluster Products. Several algorithms have been developed to detect and 
identify all the substrate-binding sites in a cluster. Indeed, NRPSs and PKSs include several domains 
(adenylation domains for NRPSs and acyltransferase domains for PKSs) involved in the specific 
selection of the building blocks incorporated during the synthesis of the secondary metabolites113. 
These bioinformatics tools may suggest the structural features of the resulting secondary metabolites 
by predicting the different precursor units involved in their synthesis (Figure 3). Among the substrate 
predicting tools, the ASMPKS database proposes a polyketide prediction from unknown PKSs114. 
Moreover, the program NP.searcher can consider the tailoring reactions115. Other bioinformatics 
servers reviewed by Anand et al.116 are available, such as SEARCHPKS117, NRPS-PKS118, 
SEARCHGTr119, PKS/NRPS Analysis120, SBSPKS121, NRPSPredictor2122 and NRPSsp123,124. By 
increasing the number of reactions and potential substrates considered, the open-source application 
PRISM improves the accuracy of the structure prediction99. A similar approach developed by 
Minowa et al. also includes a program for suggesting the molecular activity125. While these tools are 
able to characterize the different catalytic sites of proteins from their genes, one of their major 
limitations lies in the prediction of the iteration, that is to say the skipping of catalytic steps during 
the synthesis of a metabolite by a single enzyme, particularly for PKSs. The above-mentioned tools 
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predict putative structures from gene clusters in a rule-based way. Actually, the processes through 
which a secondary metabolite is synthesized, are not totally understood and are likely to follow 
unknown rules. For these reasons, it is not yet possible to precisely predict the structure of a 
secondary metabolite from a biosynthetic gene cluster92. Therefore, results of these softwares should 
be considered carefully. One way to consider unknown correlations between enzymes and metabolite 
structures would be to cross-match thousands of known gene clusters with the structures of the 
corresponding secondary metabolites. This would be possible for example, by using the MIBiG 
database developed by Medema et al.126. Such database, containing gene clusters involved in the 
synthesis of natural products highlighted by world-wide researchers, could represent a guideline for 
future efforts to discover new fungal secondary metabolites.   

 
Fig. 3  Illustration of the bioinformatics strategies to predict NRPS- or PKS substrate specificities and to 
suggest the structure of the resulting secondary metabolite. After in silico detection of the sequence of core 
enzymes and the delimitation of the cryptic cluster, characterization of the substrate-binding sites of each 
core enzyme (A-domain for NRPS and AT-domain for PKS) allows the assumption of all building blocks 
incorporated into the secondary metabolites and, consequently, their physicochemical properties 
 
3.2  Knock-out of Target Genes 
Linking Genes and Secondary Metabolites. Once a cluster of interest is detected, the characterization 
of its products may be achieved by stopping or reducing its expression. Gene deletions are generally 
performed to highlight the cluster responsible for the synthesis of a given secondary metabolite. 
However, this strategy may also be diverted to discover fungal secondary metabolites from cryptic 
gene clusters. Therefore, a signal that is present in the analytic profile of the wild strain but absent or 
reduced in the analytic profile of the repressed strain can be attributed to the corresponding 
secondary metabolite. After locating the target signal, purification and structural characterization of 
the molecule must be performed from the expressing strain (Figure 4). For example, the four 
emericellamides C-F were characterized after a double knock-out in A. nidulans and a comparison of 
the resulting LC-MS profiles of the wild strain and of the deleted strain127. Knock-out organisms can 
be created by deletion of the studied sequence via homologous recombination. However, this process 
is tedious for fungal genomes since fungi are known for a low frequency of well-processed 
homologous recombination. The incorrect replacement of a target gene by the suitable gene cassette 
can be partly explained by the non-homologous end-joining pathway that frequently occurs in 
fungi128,129. Inhibition of the Ku70/Ku80 dimeric protein complex involved in repairing DNA double-
stand breaks drastically increases the gene targeting efficiency130,131. Some recent technologies based 
on the recruitment of bacterial nucleases were also developed to overcome this limitation. To the best 
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of our knowledge, no article has reported the discovery of fungal secondary metabolites using these 
methods, but the CRISPR (clustered regularly interspaced short palindromic repeats)-Cas9 system 
stands out as a promising tool for knock-out experiments, as discussed in the section 3.6. Besides 
deletion of cryptic clusters, knock-out experiments may be performed to delete known genes whose 
products are hiding the signals of uncharacterized secondary metabolites.  
 

 
Fig. 4  Specific repression of a cryptic cluster and comparison with the wild-type fungus facilitates 
locating the corresponding secondary metabolites in the analytical profile. Then, purification and structural 
analysis steps are performed. 
 
Deleting Highly Expressed Genes to Decrease Background Noise. Some clusters may remain 
uncharacterized for multiple reasons. The difficulty of purifying and structurally analyzing some 
natural products is a limiting factor, and the production of a major secondary metabolite by a fungus 
could hide the expression of less abundant metabolites. In some studies, several highly expressed 
genes were therefore deleted from the fungal genome to decrease the background noise and favor the 
detection of other compounds. Chiang et al. deleted eight of the highly expressed gene clusters in A. 
nidulans and characterized aspercryptin132. Similarly, asperfuranone was discovered after deletion of 
the highly expressed sterigmatocystin gene in A. nidulans133. 
 
3.3  Heterologous Host Transfer 
The transfer of cryptic clusters in non-natural hosts represents another strategy for the 
characterization of cluster products. By cloning an entire gene cluster from a fungus, the host may 
express the entire secondary metabolite pathway. The difference observed between the wild host and 
the mutant can therefore be attributed to the expression of the transferred DNA sequence. The ease 
of establishing a link between a cluster and a natural product once the sequence is expressed by the 
host is a great advantage134. Heterologous host transfer is particularly suitable when the studied 
fungus is difficult to grow under laboratory conditions or cannot be genetically manipulated135. 
Furthermore, the host genome can be deleted of all of its own clusters before acquiring the 
metabolite pathway of interest to eliminate interferences and facilitate metabolite identification83,136.  

 A. nidulans was presented in several studies as an appropriate host since its metabolome is well 
characterized137. Once its most highly expressed gene clusters had been deleted, this fungus produces 
only a few secondary metabolites, providing a stable and low background for heterologous 
expression136,138. After in silico analyses of dermatophyte fungal genomes, Yin et al. observed a 
cluster of genes similar to that involved in the production of the immunosuppressant neosartoricin. 
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To investigate the production of metabolites with potential therapeutic interest, the researchers 
transferred the cluster to A. nidulans and discovered neosartoricin B139. In another study, a gene 
similar to a 6-methylsalicylic acid (6-MSA) synthase was observed in the genome of A. aculeatus. 
Heterologous expression in A. nidulans combined with substrate labeling showed that 13C-labeled 6-
MSA was incorporated to produce three unknown secondary metabolites named aculins A and B and 
epi-aculin A140. The use of bacterial hosts is another possible strategy for the heterologous expression 
of fungal genes but presents significant limitations. First, the removal of introns is required but leads 
to weaker metabolite production135. Second, some bacterial hosts such as Escherichia coli cannot 
activate heterologous PKSs and NRPSs using their own intrinsic phosphopantetheinyl (Ppant) 
transferases141. Finally, the broad chemical diversity of fungal PKSs and the consequent requirement 
of a wide variety of substrates to generate fungal secondary metabolites necessitates the transfer of 
all the enzymatic machinery involved in the synthesis of such building blocks from the fungus to the 
bacterial host141. 

Even if gene transfer to heterologous hosts offers clear benefits and is widely used in bacterial 
studies, implementing these method could be laborious for fungal genomes142. Significant limitations 
remain, due to both the large size of some clusters (>40 kb), making them impossible to transfer in a 
single plasmid or BAC vector143, and the presence of potential cross-chemistry between clusters on 
different chromosomes. Moreover, gene transfer often requires exchange between the native 
promoter and an inducible host promoter134. To overcome some of these limitations, Chang et al. 
described a tool that enables the integration of an unlimited number of genes in A. nidulans136. At 
each insertion of a gene, a targeted marker is removed and used for the subsequent insertion. 
Moreover, Bok et al. recently developed the first fungal artificial chromosome (FAC) system for the 
transfer of entire clusters from A. terreus to E. coli and A. nidulans. This process allows the 
heterologous expression of large DNA fragments (up to 300 kb), large enough to transfer an entire 
gene cluster with associated regulatory elements. This strategy led to the discovery of terezine D144. 
Recently, the FAC system was integrated in an untargeted metabolism approach allowing a fast and effective 
screening of thousands of biosynthetic gene clusters 145. Thus, numerous FAC were generated from different 
fungal species. Following heterologous host transfer, the resulting extracts were analyzed by mass 
spectrometry. Then, a pipeline specifically developped to score the data from these analyses allowed 
highlighting the signals observed only from a particular FAC and therefore resulting from the integration of a 
gene cluster in the host. By coupling genome mining and metabolomics, Clevenger et al. characterized 15 
new secondary metabolites and assigned them with their culsters145. 
 
3.4  Awakening of Silent Gene Clusters by Stimulating Transcription 
The knock-out and heterologous host transfer strategies were reported as characterization methods 
for cryptic clusters. In addition, several protocols that focus more specifically on the characterization 
of clusters not expressed in laboratory growth conditions are intended to awaken silent gene clusters 
by stimulating their transcription. 
 
Specific Pathway Overexpression. Several mechanisms may regulate gene expression in a specific or 
global pathway. The advantage of the specific modulation of the expression of a gene lies in the fact 
that it allows the production of the targeted secondary metabolite in significant quantities (for the 
detection and the structural elucidation) and the establishment of a strong link between the cluster 
and the natural product146. Since a single transcription factor controls the expression of all genes 
together in a cluster147, the overexpression of only one element leads to the transcriptional 
modulation of the entire target cluster, simplifying cumbersome genetic manipulations. However, this 
strategy is not always successful as illustrated by articles reporting failures in the transcriptional stimulation 
of some gene clusters. In searching for all the silent cluster products in A. nidulans, Ahuja et al. 
attempted to replace the promoters of all the transcription factors but the experiments failed or the 
novel compounds were insufficiently produced for characterization148. This limitation could be likely 
explained by posttranscriptional regulation of some specific transcription factors149.  
• Stimulation of Specific Transcription Factor Activity. Many strategies have been developed to 
stimulate the activity of specific transcription factors. First, some studies multiplied the number of 
gene copies of the specific transcription factors (Figure 5a1). The efficiency of this method was 
demonstrated in A. parasiticus when Chang et al. showed that the inhibited synthesis of aflatoxin can 
be restored by adding copies of the aflR gene, which codes for the specific transcription factor 
AflR150. Second, specific transcription factors can be overexpressed by coupling their genes with an 
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inducible promoter (Figure 5a2)151. The inducible alcohol dehydrogenase promoter (alcAp) is mainly 
used, but a highly expressed constitutive promoter could also be considered. 

Aspyridones A and B were characterized in A. nidulans by coupling the apdR gene to the 
inducible promoter alcAp152. Using this inducible promoter, asperfuranone was also characterized in 
A. nidulans133. Likewise, three novel fusarielins were characterized in F. graminearum by replacing 
the promoter of the specific transcription factor with the highly expressed constitutive promoter 
gpdA153. This latter promoter was also used to activate the expression of a specific regulator in 
A. fumigatus and Neosartorya fischeri, leading to the characterization of neosartoricin154. Finally, 
apicidin F, an antimalarial compound, was identified in F. fujikuroi after overexpression of the 
specific regulator ASP2 with the promoter of the β-tubulin gene of F. graminearum155. Other 
examples of the discovery of new fungal products by stimulation of specific pathways are presented 
in specific reviews of genome mining83. 

 
Fig. 5  Strategies for the transcriptional modulation of fungal clusters. The modifications are 

expressed in comparison with the initial conditions (scheme on top). A. Specific transcriptional 
modulation: Cluster 1 can be specifically overexpressed by (1) multiplication of the number of gene 
copies of the specific transcription factor (sTF), (2) by the replacement of the promoter (PTF) of the 
specific TF with an inducible promoter or a highly expressed promoter, or (3) by the replacement of 
the promoters of all the genes involved in the metabolite synthesis (P1, P2 and P3). Cross-activation 
may lead to the activation of another cluster (here, cluster 2) by a specific TF. B. Global 
transcriptional regulation: overexpression of a global transcription factor (gTF) by replacement of the 
promoter (PTF) induces a global stimulation of secondary metabolites from distinct clusters (M1, M2 
and M3) (4). C. Transcriptional modulation by chromatin modification: The expression of clusters 
that are not expressed in standard culture conditions can be stimulated by (5) the inhibition of histone 
methylation (Me) via the inhibition of DNA methyl-transferase or (6) by the stimulation of histone 
acetylation (Ac) via the inhibition of histone deacetylase (HDAC). 

 
• Promoter Exchange. Some transcription factors are regulated posttranscriptionally and many 
clusters involved in the fungal secondary metabolism are not under the control of easily identifiable 
transcription factors, which is why some studies have focused directly on the activation of the 
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promoters of genes coding for the different core enzymes (Figure 5a3). In some cases, a single gene 
determines the expression level of the cluster. However, in fungal genomes, this strategy can be 
laborious since the replacement of the promoter of all genes is sometimes necessary to stimulate the 
expression of a cluster152. For that reason, this strategy is usually not the first choice for the 
awakening of silent clusters but is rather used if upregulation of transcription factor failed. Indeed, in 
the search of the product of the inp cryptic cluster, Bergmann et al. attempted to overexpress the 
corresponding specific transcription factor but upregulation of this particular cluster  failed156. To 
overcome this limit, Yeh et al. replaced the promoter of all genes of the inp gene cluster and 
characterized the new proteasome inhibitor fellutamide B157. Similarly, the production of 
microperfuranone by A. nidulans has been highlighted by exchanging the native promoter of all 13 
silent NRPS-like genes158. 
 
Global Transcriptional Modulation. In the absence of a specific regulation, silent clusters are 
awakened by global stimulation of the transcription. Global transcription factors are coded by genes 
in non-cluster areas and also regulate genes not involved in secondary metabolism (Figure 5b)147. 
The most referenced global regulator in terms of fungal secondary metabolism is LaeA159. 
A. fumigatus mutant experiments showed that this factor is involved in the transcriptional stimulation 
of 40% of the biosynthesis genes of fungal secondary metabolites160. Wiemann et al. even argued 
that there is no other known global regulation factor that awakens as many silent clusters as LaeA 
and its homologous do83. However, posttranscriptional modulation of global transcription factor had 
been reported, as for specific transcription factor, and may lead to the fail of this strategy159. 
By modulating of LaeA in A. nidulans, Bok et al. characterized terrequinone A, an antitumor 
compound never identified previously in this fungus161. VeA is another global regulator specific to 
fungi that is involved in secondary metabolite regulation and could also be manipulated to explore 
natural products162,163. While the commonly used regulators such as LaeA are responsible of the 
upregulation of secondary metabolomes, the gene mcrA has just been discovered as a gene likely involved in 
the global downregulation of fungal metabolism164. Indeed, deletion of this gene led to the upregulation of 
hundreds of genes in A. nidulans, even in strains deleted for LaeA. Homologous genes have been found at 
least on Penicillium and Aspergillus, which offers promising prospects for genome mining and fungal 
product discovery. 
Despite the significant use of global transcriptional modulation for secondary metabolite discovery, 
the mode of action by which these global transcription factors positively or negatively control 
metabolite synthesis remains uncertain. Since LaeA was suspected to possess methionine 
methylation165 and histone acetylation functions166, it is suggested that the transcriptional regulation 
of cluster expression is regulated by LaeA through chromatin modification. 
 
Mutagenesis Strategies. Transcriptional activation of gene clusters that remain silent in standard 
culture conditions may be achieved, as previously described, by stimulation or restriction of the 
expression of several actors involved in the transcription of genes. In view of this, mutation of fungi 
may be performed, for example by deletion of mcrA. However, such targeted mutations only concern 
known transcriptional regulation processes. Since it is likely that little is known about the global 
system of fungal transcription regulation, other strategies, called mutagenesis strategies, consist on 
the induction of random mutations in a fungal genome and on the comparison of the metabolic 
profiles of the wild and the mutant strains. New signals may therefore appear in the signal of the 
mutant strain and new metabolites may be discovered. 

The most widely used mutagenesis strategy for gene cluster awakening consists of inducing 
random mutations by UV irradiation. One of the first fungal experiments was conducted with 
Sphaeropsidales sp. (strain F-24’707), and UV irradiation led to 25 different mutants. Comparison of 
the metabolic profiles showed that one of the mutants produced a novel metabolite, mutolide167. In 
addition to UV irradiation, chemical mutagenesis can be performed using several carcinogenic and 
mutagenic chemicals such as 4-nitroquinoline 1-oxide, known to mimic the biological effect of UV 
irradiation168. Using this 4-nitroquinoline 1-oxide, Ramamoorthy et al. studied the regulation of the 
expression of gene clusters in A. nidulans and highlighted the regulation factor rtfA169. 

Ribosome engineering is another mutagenesis strategy. Before being applied to fungal studies, 
this principle for the activation of silent genes was described in bacteria90. The induction of antibiotic 
resistance, acquired by mutations of ribosomal protein S12 ribosomes (gentamycin resistance) or 
mutation of RNA polymerase (rifampicin resistance), was correlated to an awakening of silent gene 
clusters involved in the secondary metabolome170. The mutation of RNA polymerase increases its 
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affinity for promoters and enhance the transcription of genes involved in some silent gene clusters 
while ribosomal protein mutation enhances protein synthesis171. As fungi are not naturally sensitive 
to antibiotics, antibiotic resistance has been addressed in several different ways. Antibiotics were 
combined with dimethyl sulfoxyde (DMSO) to increase the fungal membrane permeability to these 
molecules and allow the development of drug resistance in P. purpurogenum. The incubation of 
fungal spores with DMSO and gentamicin or neomycin created mutants with anti-tumor activity and 
led to the characterization of five secondary metabolites, including the recently identified 
penicimutide172,173,174. In another approach, drug resistance linked to the awakening of silent clusters 
was induced by incubation of the fungus with diethyl sulfate (DES) to characterize the secondary 
metabolome of P. purpurogenum. Nine antitumor compounds and three rare chromones were 
discovered30,175,176,177. Finally, membrane permeability and neomycin-resistance were induced in 
A. versicolor using an ultrasound-mediated approach, and the induced aminoglycosides resistance 
was linked to the synthesis of unknown antitumor compounds178. 

Mutagenesis strategies are based on the hypothesis that random mutations may awaken silent 
clusters, but the locations of the mutations in the DNA sequences have not been described. It has not 
been demonstrated that the compounds result only from the transcriptional activation of a cluster. 
Random mutation may interrupt a biosynthetic pathway, highlighting some of the precursors179. 
Moreover, some mutations may lead to the production of modified enzymes, explaining the 
degradation of antibiotics on the one hand, and the generation of new compounds by modification of 
known secondary metabolites on the other hand180.  
 
3.5  Awakening of Silent Gene Clusters by Chromatin Modification 
The chromatin modification of fungal genomes has been considered an efficient way to control gene 
expression since it was observed in A. nidulans that the deletion of hdaA, which codes for an HDAC, 
generates strong transcriptional activation of sterigmatocystin and penicillin genes181,182. Two types 
of strategies can be used to control the chromatin modification factors. First, the use of chemical 
inhibitors has the advantage of not requiring genetic manipulation (Figure 5c6)183. This strategy 
consists of using different types of chemical chromatin modifiers to modulate histone acetylation, 
methylation, phosphorylation, ubiquitination, sumoylation, glycosylation, or neddylation84,134,151. 
Second, several genes involved in histone modulation can be overexpressed or repressed (Figure 
5c5). Among the different chromatin modification processes, the two that are primarily modulated 
are histone methylation (i.e., repression of transcription) and histone acetylation (i.e., stimulation of 
transcription). 
 
Modification of DNA Methylation. 5-Azacytidin is a DNA methyltransferase (DNMT) inhibitor 
commonly used in research on secondary metabolites134. The first antidiabetic and anti-inflammatory 
compound produced by a microorganism, (S)-(+)-sydonol, as well as three analogous compounds 
were discovered in A. sydowii after the addition of this inhibitor184. Culturing fungi with this DNMT 
inhibitor enabled the characterization of oxylipins produced de novo in Cladosporium 
cladosporioides; the identification of lunalides A and B in Diatrype sp.185; and the discovery of two 
secondary metabolites in P. citreonigrum, atlantinones A and B186.  

In addition to these epigenetic modifier additions in the culture medium, mutants have been 
created by deletion of natural chromatin modifier genes187. Recently, knocking out KMT6, a histone 
methyltransferase in F. fujikuroi, activated the expression of four silent genes coding for core 
enzymes. After heterologous recombination of the uncharacterized sequence in E. coli, a novel 
sesquiterpene was identified188. 
 
Modification of Histone Acetylation. Several studies of silent gene clusters focused on the 
stimulation of their transcription by activation or inhibition of histone acetylation (Figure 5c6). 
Indeed, it has been demonstrated that some gene clusters were expressed after inhibition of histone 
desacetylases or activation of histone acetyltransferases such as EsaA189 and Gcn5190. Use of the 
HDAC inhibitor suberoylanilide hydroxamic acid (SAHA) led to the discovery of cladochromes F 
and G from C. cladosporioides185 and nygeron A from A. niger191. Testing different ways to maintain 
histone acetylation, Albright et al. cultivated A. nidulans in the presence of diverse HDAC inhibitors 
(SAHA, trichostatin A or sodium butyrate) and identified a fellutamide and two antibiotics never 
characterized previously in this fungus192.  

Another approach to controlling protein acetylation under laboratory conditions involves genetic 
engineering. In the above study, Albright et al. transferred to the fungus an inducible acetylase that 
remains silent in the absence of stimulation. The secondary metabolomes of the induced and 
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repressed genomes were compared, and the results confirmed the results from the experiments with 
the HDAC inhibitors.  

 
3.6. Critical Insight about Genome Mining for New Fungal Compounds Characterization 
The discovery of secondary metabolites produced by cryptic gene clusters can be performed by 
genetic engineering, but several limitations remain, including the masking of unknown metabolites 
by the highly expressed metabolites and the silencing of the studied genes. These problems have 
been addressed through the development of techniques such as knock-down experiments, gene 
transfer to heterologous hosts and transcriptional activation of silent gene clusters. Although 
metabolomic experiments are increasingly used, the genome-mining strategies are currently the most 
commonly employed strategies for the research of new fungal secondary metabolites. Stimulation of 
the transcription of gene clusters stands as one of the most promising strategies for the 
characterization of new fungal products. However, methods that generally require deletion, insertion 
or mutation of DNA sequences may be laborious in fungi because of their high frequency of non-
homologous end joining which induces incorrect insertions of DNA sequences. Recent advances, 
and particularly the CRISPR-Cas9 system, will certainly increase the use of genome mining for the 
awakening of gene clusters193. Discovered as an adaptive immunity of bacteria against viruses, the 
CRISPR-Cas9 system involves two components that induce double-strand breaks at specific loci of 
the DNA strand: a bacterial endonuclease Cas9 and a single-guide RNA (sgRNA) sequence that 
targets the DNA sequence. Firstly, by simply designing specific sgRNA sequences, gene deletions, 
insertions or mutations can be precisely and efficiently induced in every organism194. In 2016, the 
first gene mutations, deletions and replacements were performed in fungi using CRISPR-Cas9 
195,196,197,198. This technology has been reported in recent papers about fungi as a very promising tool 
for specific or global transcriptional modulation 199,200 since it offers unparalleled potential for 
accurate and high throughput manipulations of fungal genomes. Secondly, one of the major limits of 
chromatin modification for transcriptional stimulation of fungal metabolomes lay in the fact that 
these modifications are untargeted. Comparing to targeted mutation, chromatin modification did not 
allow correlation between a new secondary metabolite and a particular gene. Today, it is however 
possible to guide chromatin modification by coupling a Cas9 without catalytic activity with a protein 
involved in the desired modification201. 
 

The way by which fungal secondary metabolome is regulated is poorly understood, even in well-
known fungi such as A. nidulans. Increasing knowledge about the transcriptional regulation 
mechanisms would allow the development of new strategies for the awakening of silent gene clusters 
and would improve the research of new fungal products. The recent discovery of the global 
downregulator mcrA illustrates the need for further investigations of the mechanisms at the origin of 
the regulation of fungal secondary metabolomes.   

 
The great part of fungal secondary metabolites waiting to be discovered has been highlighted 

thanks to in silico recognizing of biosynthetic gene clusters. These bioinformatics tools are crucial to 
investigate the genome of a studied fungus and are almost systematically used to evaluate its 
metabolic potentiate. However, these algorithms present some limits and further improvements are 
necessary to make them more reliable. In silico cluster detection should be performed by taking into 
account that gene clusters may consist of non-core enzymes on the one hand, and by considering that 
little is known about the correlation between genetic sequences of enzymes and chemical structures 
of the corresponding secondary metabolite on the other hand. To consider these limitations, some 
softwares such as MIDASS-M consider both genomic and transcriptomic data. Indeed, 
transcriptomic as well as proteomic experiments might provide additional information and help in 
the characterization of fungal secondary metabolites.  

 
4.  Transcriptomic and Proteomic Approaches 
4.1. Transcriptomic approaches 

Discovery of natural products can be based on genomic engineering of cryptic clusters or on 
direct observation of the fungal secondary metabolome, but several studies also used transcriptomics 
as an intermediate highlighting the links between genome and metabolome. Thus, the different 
transcriptomic techniques are a way to support one or several of the abovementioned methods rather 
than fully fledged strategies for the discovery of fungal secondary metabolites. In this context, 
microarray and RNA-seq (or whole transcriptome shotgun sequencing) methods are applied with two 
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objectives. First, these methods are useful for highlighting co-regulated gene clusters, i.e., clusters 
involved separately in the synthesis of different secondary metabolites but whose expressions are 
linked. For this purpose, the abovementioned bioinformatics tool for cluster detection, MIDASS, 
integrates an algorithm that highlights co-regulated clusters by comparing the transcriptomic data 
obtained under metabolite-producing and non-producing conditions104. More specifically, 
transcriptomics may be adapted to detect clusters containing genes located on different 
chromosomes. Since studies had demonstrated examples of this cross-chemistry between gene 
clusters156, Andersen et al. created a microarray compendium specific to A. nidulans from 44 culture 
experiments. Each clustering score was calculated to yield a numerical value with which to correlate 
the expression profiles of two genes. Using this method, the researchers highlighted a secondary 
metabolite, nidulanin A, which involves genes from at least two chromosomes202. Nevertheless, 
RNA studies should include the detection of the corresponding secondary metabolites since many 
posttranscriptional regulations may disrupt the expression of a cluster, such as the posttranscriptional 
regulation of the synthesis of sterigmatocystin by PkaA in A. nidulans203. 

Second, transcriptomic techniques could be applied to understand the links between genes and 
secondary metabolites or between genes and active properties. Thus, the clusters suggested by 
comparative phylogenomics to be responsible for the pathogenicity of S. nodorum were found to be 
specifically expressed during wheat infection based on comparison of in planta and in vitro 
microarrays204,205. Moreover, RNA-seq was implemented in studies of transcriptomic variations 
during the different stages of fungal infection205,206. An experiment involving a microarray 
comparison of in planta cultures led to the observation of a particular unknown cluster involved in 
wheat infection by F. graminearum207.  

 
4.2. Proteomic Approaches 

Research of fungal secondary metabolites can be performed by studying and modulating every 
process involved in the synthesis of these molecules. Although genome-based strategies and 
metabolomics are the most employed strategies, sometimes coupled with transcriptomic 
experiments, fungal secondary metabolomes can also be explored from a proteomic perspective. 
Hereafter, strategies based on the analysis of the enzymes involved in the synthesis of secondary 
metabolites are presented as complementary approaches. Proteomic approaches are useful to take 
into account the post-transcriptional modifications that may occur during the synthesis of fungal 
secondary metabolites. Thus, the studies presented hereafter are based on the assumption that 
changes in the proteome (in terms of types and quantity of enzymes, such as NRPS, PKS or DMAT 
for example) reflect changes in the secondary metabolome.   

Detection of proteins could be performed using 2D polyacrylamide gel electrophoresis (PAGE)-
LC-MS/MS analyses. Thus, Owens et al. studied the proteome variations of A. fumigatus under 
different conditions of oxidative stress. The proteins in the crude extract were separated by 2D 
sodium dodecyl sulfate (SDS)-PAGE. Proteins with quantitative differences between the 
experiments were excised, digested by trypsin and analyzed by LC-MS/MS. The results 
demonstrated the presence of approximately 20 enzymes that were involved in the secondary 
metabolome and specifically increased during oxidative stress208. A similar approach, called the 
Proteomic Investigation of Secondary Metabolism (PrISM), targets the core enzymes of the 
secondary metabolome by selecting the high-molecular weight proteins after 2D SDS-PAGE 
separation. After a tryptic digest, NRPSs and PKSs are specifically detected in MS/MS data by 
tracking the neutral losses corresponding to the labile posttranslational modifications of the specific 
domains of these enzymes. After characterization of the enzymes, their PCR (polymerase chain 
reaction) primers are designed, the corresponding gene clusters are identified, and the corresponding 
secondary metabolites are characterized209,210. Of note, gel-based proteomics methods are often 
restricted to the analysis of abundant proteins211. 

To study proteins of low abundance, a strategy involving the use of isobaric tags for relative and 
absolute quantification (iTRAQ) was developed212. Concerning fungi, this technique has the 
advantage of enabling the analysis of proteins secreted in low amounts (for example in the early 
stage of plant infection) and the quantitative comparison of 4 samples in the same analysis213 (to 
compare different culture conditions or different growth stages, for example). This strategy was used 
by Taylor et al. to detect the biosynthetic pathways specifically upregulated by F. graminearum 
when growing in conditions favorable to mycotoxin production213. Methods linking stimulation of 
the transcription of fungal genes clusters by both specific and global regulators and proteomic 
approaches also allow the identification of NRPS enzymes secreted in low amount214. Other methods 
have been developed to improve the interpretation of complex mass spectra generated from protein 
extracts but have not been applied in fungal studies 215,216. 



 

18 
 

Since they allow considering post-transcriptional modifications, proteomic experiments are 
sometimes integrated in the research for fungal secondary metabolites. However, recent advances in 
metabolomics provide an easy way to detect directly the secondary metabolites, also by taking into 
account post-transcriptional modifications. Moreover, identification of fungal enzymes might be 
easier by sequencing the genome and using software for automatic detection of the corresponding 
genes. The alteration of gene expression may also be highlighted by RNA sequencing or gene 
expression microarrays rather than by detection of enzymes by LC-MS/MS. Although such 
experiments may couple genomics and transcriptomics or proteomics to carefully consider the 
alteration of gene expression, some other strategies precisely aim to modify the expression of genes 
by modifying the fungal growth environment. Here, the purpose is the same as genome-based 
strategies stimulating silent genes transcription (see section 3.4), but without complex genetic 
manipulations. 

 
5.  Modification of the Growth Environment: Environment-Dependent Approaches 

A major factor to consider in research on fungal secondary metabolites is the influence of the 
culture environment. To explain why 80% of the potential fungal secondary metabolites remain 
unknown, it was suggested that a majority of the gene clusters are silent under standard laboratory 
culture conditions83. Fungi modulate the synthesis of secondary metabolites depending on their needs 
for defense or colonization of the environment. This principle, commonly called OSMAC (one strain 
many compounds), indicates that changes in the growth conditions can completely modify fungal 
secondary metabolism. In a review dedicated to bioactive fungal secondary metabolites, Bills et al. 
even argue that the lack of this knowledge was historically a major limiting factor in the discovery of 
fungal compounds of industrial interest11. Standard laboratory culture conditions are frequently 
arbitrarily monitored, and only several environmental factors, such as the temperature, nutrient 
availability or light exposure are controlled (Figure 6, right side). In contrast, natural growth 
conditions involve a complex balance between numerous variables that may fluctuate independently 
as well as the co-exposure to other fungi/bacteria (Figure 6, left side). Two different approaches to 
modify fungal growth conditions are considered: interspecies cross-talk and modification of the 
physicochemical culture conditions. Hereafter, we describe some studies in which modification of 
the growth environment was used as the strategy to discover fungal secondary metabolites. However, 
this method is commonly integrated as a complement to other strategies reported in this review. 

 
Fig. 6  Illustration of the differences between natural growth conditions (sea or cereal crops for 
example) and standard laboratory growth conditions (liquid or solid media) for a fungus in terms of 
physical, chemical and interspecies cross-talk parameters. The slider positions reflect the complexity 
of the natural parameters involved in the production of the fungal secondary metabolome on the left 
side and their basic modulation under laboratory conditions on the right side. These changes in terms 
of quantity and type of the secondary metabolite depending on the variation in each parameter are 
expressed under the general term OSMAC (One Strain-MAny Compounds). 
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5.1  Interspecies Cross-Talk 
The first approach for changing culture conditions involves the co-culturing of a fungus with other 
fungi or bacteria217. Interspecies cross-talk is used in research on antimicrobial compounds because 
co-culture seeks to stimulate the production of secondary metabolites involved in fungal defense 
against other microorganisms142,147,218. It was also reported that fungi might communicate with other 
microorganisms by integrating stimuli, for example, via chromatin modifications219. As reported by 
Marmann et al.220, these strategies for natural product characterization can be based either on the 
analysis of the entire mixed fermentation or on the specific observation of the conflict zone.  

In some studies, compounds were identified by comparing the analytical profiles of monoculture 
extracts with that of the entire co-culture extract221,222. Thus, a signal present in the co-culture but 
absent in the monocultures originates from secondary metabolites specifically synthesized in 
response to the conflict between the two organisms (Figure 7). Zuck et al. characterized two 
xanthocillin analogues in a co-culture of A. fumigatus with a bacterial strain, one of which exhibited 
submicromolar activity against tumor cell lines223, and three lipoaminopeptides were 
characterized224. Similarly, a co-culture of F. tricinctum and Bacillus subtilis led to the identification 
of two secondary metabolites: macrocarpon C and a derivative of anthranilic acid225. König et al. 
studied the influence of Streptomyces rapamycinus on the secondary metabolome of A. fumigatus. A 
group of unknown metabolites was highlighted, and fumicyclines A and B were characterized226. 
Through additional knock-out and chromatin modification experiments, the authors have shown that 
the secretion of these molecules was stimulated by the bacteria through chromatin modification of 
the fungal genome. Since Chávez et al. emphasized the high potential of fungi living in harsh 
environments to produce secondary metabolites with unusual chemical structures227, several studies 
have involved placing microorganisms from extreme environments into contact with one another. 
Using mixed fermentation, Zhu et al. characterized aspergicin from two marine-derived Aspergillus 
strains228, and Li et al. identified a xanthone derivative229. Similarly, the cytotoxic diterpenoids 
libertellenones A-D were characterized from Libertella sp.230, and the antibiotic pestalone was 
identified231. Oh et al. applied this method to 50 different marine fungi in co-culture with a marine 
Actinomycetes species and characterized emericellamides A and B, with the former displaying low 
antimicrobial activity and weak cytotoxic activity against a tumor cell line232. Regarding other 
extreme environments, a co-culture of an A. fumigatus strain with a bacterium, both isolated from 
disused mines, led to the characterization of glionitrin A, an antitumor compound with 
submicromolar cytotoxic activity against four human cancer cell lines233. 

 

 
Fig. 7  Co-culturing of microorganisms for the identification of secondary metabolites. The signals 
specifically observed in co-culture (dark-orange image) originate from the secondary metabolites 
produced only via the communication between the two organisms. The analytical profile of the co-
cultures may be obtained by (A) extracting the entire co-culture or (B) specifically analyzing the 
conflict zone. These profiles are generated by (B1) manual excision of the particular zone or (B2) 
direct analysis with mass spectrometry (here, Laser Desorption Ionization or Desorption 
ElectroSpray Ionization). 
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5.2  Modulation of the Physicochemical Growth Conditions 
The second environment-dependent strategy consists of abiotic modifications to the culture 
environment by modifying the light intensity and wavelength, by altering the source of carbon and 
nitrogen, the ambient pH, the redox status, the culture configuration (static, shaken, liquid or solid) 
or many other factors142. Some studies have highlighted the modulation of fungal secondary 
metabolism merely according to the quality and source of water. Paranagama et al. characterized six 
fungal secondary metabolites simply by replacing tap water with mineral water in the culture 
medium234. The influence of salinity on secondary metabolomes was also explored. Marine-derived 
fungi are well known for their ability to produce numerous secondary metabolites235,236,237, and 
particularly antibacterial compounds238. An unknown compound with antibacterial activity was 
found to be produced by S. elegans, specifically in culture with 10% salinity239. The same 
experiment with A. terreus led to the characterization of three metabolites240. Similarly, Zheng et al. 
observed the production of 11 unknown aspochracin-type cyclic tripeptides by growing A. 
sclerotiorum on hypersaline nutrient-limited media241.  

The oxygen supply is another factor influencing the production of secondary metabolites. 
Comparing cultures of Sphaeropsidales sp. in shaken liquid media (i.e., sufficiently oxygenated 
cultures) and in static solid media (i.e., weakly oxygenated cultures), Bode et al. discovered eight 
spirobisnaphthalenes: cladospirones B to I242. In another study, the influence of aeration was 
analyzed, and 120 different cultures of A. parasiticus were assessed for antimicrobial activities. The 
association of bioguided purification and culture condition modulation revealed unknown secondary 
metabolites with bioactive properties29. In another study, the influence of temperature on the 
metabolome of A. nidulans was demonstrated. Among 45 tested conditions involving modulation of 
the culture temperature, oxygen supply and other parameters, growth at high temperature resulted in 
the production of two unknown natural compounds with weak antiproliferative effects, aspernidine A 
and B243.  

The alteration of carbon and nitrogen sources as well as and the availability of the nutrient source 
were modulated in several studies. Indeed, Wiemann et al. demonstrated that nitrogen availability 
has a considerable impact on secondary metabolism by affecting the expression of 35 of the 40 gene 
clusters of F. fujikuroi 244. In some cases, the natural substrate source of carbon and nitrogen allowed 
the secretion of specific secondary metabolites. For example, Cephalosporium graminearum was 
selected from soil for its antibiotic effect, but its active properties disappeared in a standard 
medium245. Similarly, Overy et al. characterized corymbiferone B, a compound only detected in in 
planta cultures of seven Penicillium ser. Corymbifera sp.246. After in silico analysis of the A. 
nidulans genome, Scherlack et al. noted some genes coding for anthranylate synthases known to 
synthesize alkaloid precursors. Since alkaloids were never detected from this fungus grown on 
standard laboratory medium, the fungus was grown on several cereals. Analysis of the extracts 
focused on aromatic nitrogen-containing metabolites, and four aspoquinolones A-D were 
characterized from the rice medium247. Studying the production of penitrems by Aspergillus and 
Penicillium species, Kalinina et al. evaluated the impact of different sources of carbon and found that 
these toxins were mostly produced in media enriched with glucose. The type of nitrogen source also 
had an impact and glutamate was found to be the most favorable supplement248. In contrast, the 
nutrient source of carbon and nitrogen can be deliberately limited. Sarkar et al. cultivated A. nidulans 
under continuous growth with limited supply rates of nitrate, orthophosphate and glucose. Under 
these conditions, the fungus synthesized a new molecule, preshamixanthone249. Similarly, 
sanghaspirodins A and B were discovered from A. nidulans grown with restricted nitrogen 
resources250. To address to the ecologically question related to determining the secondary metabolites 
produced by a fungal wheat pathogen, our laboratory used a protocol (presented in section 2.2, see 
reference41) that combined a double isotope labeling and the OSMAC principle41.  
 
6.  Conclusions 
As described in this review, both targeted genome-based approaches and untargeted strategies are 
used to characterize fungal secondary metabolites. The different strategies discussed in this review 
are schematized in Figure 1 and the resulting discoveries of fungal secondary metabolites are listed 
in Table 1. Genome mining strategies are the most commonly employed strategies for the discovery 
of new secondary metabolites as they allow investigating the entire metabolic capacity of a fungus, 
even for gene clusters not expressed in standard laboratory culture conditions. Both the development 
of new technologies, such as these based on the CRISPR-Cas9 system, and the discovery of new 



21 

 

actors involved in the transcriptional modulation of fungal secondary metabolomes will increase the 
efficiency, the simplicity and the rapidity of genome-based approaches. The improvement of genome 
mining strategies needs to gain more insights into the mechanisms involved in the regulation of the 
biosynthesis of fungal products on the one hand, and to enhance the performance of existing 
bioinformatics tools for the detection of gene clusters on the other hand.  
 

As highlighted by the One Strain MAny Compounds principle, the observation of gene clusters 
enables the assessment of the entire potential of a fungus to generate secondary metabolites. Studies 
seeking to characterize the secondary metabolites produced by a fungus in particular conditions of 
growth (i.e., in the context of contact between the fungus and another organism) should consider the 
growth conditions and focus on the direct analysis of the secondary metabolites. The evolution of 
analytical instrumentation with higher resolution and sensitivity facilitates the development of 
untargeted approaches, particularly in the field of natural products research in which the molecules 
are produced in low quantities and as complex mixtures251,252. Aside from the technological 
advances, several methods, such as the SIL of fungal substrates, were elaborated to specifically 
target the secondary metabolites and simplify the data mining of complex datasets. New challenges 
associated with these untargeted metabolomics strategies lie in the development of computational 
tools for the mining and interpretation of data199.  

 
Finally, the evolution of natural product research is moving toward an integrative approach that 

takes advantage of each tool: bioinformatics for elucidation of the fungal genomic potential, genome 
engineering for its targeted manipulation and metabolomics for analyzing the global composition of 
complex samples with high resolution and high sensitivity. These complementary processes were 
used together in a recent study of Penicillium sp. and led to the discovery of previously undescribed 
compounds253. Moreover, an extensive study combining genome mining, chromatin modifications, 
transcriptomics, proteomics, and metabolomics that also took into account the fungal culture 
conditions characterized two novel secondary metabolites as virulent factors influencing the 
destruction of rice fields by F. fujikuroi244. However, the development of multiomic strategies 
produces big data and raises the problem of data integration. The continued improvement of the data 
mining to handle the huge quantities of data produced in this research and the ability to share data on 
unidentified compounds with other researchers are crucial pursuits. Such integrative studies also 
necessitate the development of bioinformatics tools to process together all different omics data. 
Finally, efforts must also be focused on the accessibility and comparability of fungal omics datasets 
as well as the standardization of the analytical quality199.  
 
Strategy (bold) and additional 

method(s) Metabolite(s) discovered Fungal species References 

TARGETED PURIFICATION 
Purification of crude extract 
 Arugosins H and G Emericella nidulans 17 
 Trichodermamides A and B Trichoderma virens 18 
 Isoharzianic acid Trichoderma harzianum 19 
+ Computational analysis with 
MeHaloCoA 

Griseophenone I 
Chlorogriseofulvin 

Penicillium canescens 20 

Bioguided purification 
 Penicillin Penicillium notatum 3 
 Fumonisins B1 and B2 Fusarium moniliforme 22 
 Besudon Mollisia benesuada 25 
 Trichodermamide A 

Espergillazine A 
Spicaria elegans 23 

 Cytochalasins Z10-Z15 Spicaria elegans 24 
 Sorokiniol Bipolaris sorokiniana 26 
 Ligerin Penicillium strain from sect. 

Canescentia 
27 

 Pannomycin Geomyces pannorum 28 
Untargeted metabolomics 
+ Stable Isotope Labeling 9 new compounds Fusarium graminearum 254 
+ Stable Isotope Labeling A new fumigaclavine analogue Aspergillus fumigatus 41 
+ Stable Isotope Labeling 
+ Computational analysis with 
molecular networks 

4 analogues of nidulanins and fungisporins Aspergillus nidulans 35 

+ Stable Isotope Labeling 82 new secondary metabolites Penicillium verrucosum 42 
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+ Adaptation of the growth 
environment 
+ Computational analysis with 
molecular networks 
GENOME MINING 
Gene knock-out 
 Emericellamides C-F Aspergillus nidulans 127 
 Aspercryptin Aspergillus nidulans 132 
Heterologous host transfer 
 Neosartoricin B Trichophyton tonsurans 139 
 Terezine D Aspergillus terreus 144 
+ Gene knock-out 
+ Specific pathway overexpression 

Asperfuranone Aspergillus terreus 136 

+ Stable isotope labeling Aculins A and B 
Epi-aculin A 

Aspergillus aculeatus 140 

Specific pathway overexpression 
 Aspyridones A and B Aspergillus nidulans 152 
 Fusarielins, F, G and H Fusarium graminearum 153 
 Neosartoricin Aspergillus fumigatus and 

Neosartorya fischeri 
154 

 Apicidin F Fusarium fujikuroi 155 
 7 new metabolites derived from the β-

resorcyclaldehyde 
Aspergillus nidulans 148 

 Microperfuranone Aspergillus nidulans 158 
 Fellutamide B Aspergillus nidulans 157 
+ Gene knock-out  Asperfuranone Aspergillus nidulans 133 
Global transcription modulation 
 Terrequinone A Aspergillus nidulans 161 
Mutagenesis strategies 
 Purpurogemutantin 

Purpurogemutantidin 
Penicillium purpurogenum 30 

 Penicimutanolone 
Penicimutanin A and B  
Penicimutatin 

Penicillium purpurogenum 175 

 Antineocyclocitrinols A and B 
23-O-methylantineocyclocitrinol 

Penicillium purpurogenum 176 

 Epiremisporine B and B1 
Isoconiochaetone C 

Penicillium purpurogenum 177 

 Janthinone 
Fructigenine A 
Aspterric acid methyl ester 

Penicillium purpurogenum 172 

 Curvularin 
Penicitrinone A 
Erythro-23-O-methylneocyclocitrinol 
22E-7α-methoxy-5α,6α-epoxyergosta-8(14),22-
dien-3β-ol 

Penicillium purpurogenum 173 

 Penicimutide 
Cyclo(L-Val-L-Pro) 
Cyclo(L-Ile-L-Pro) 
Cyclo(L-Leu-L-Pro) 
Cyclo(L-Phe-L-Pro) 

Penicillium purpurogenum 174 

 Phenethyl 5-oxo-L-prolinate 
Cyclo(D-Pro-D-Phe) 
Cyclo(D-Tyr-D-Pro) 
3β,5α,9α-trihydroxy-(22E,24R)-ergosta-7,22-
dien-6-one 

Aspergillus versicolor 178 

 Mutolide Sphaeropsidales sp. 167 
Chromatin modification 
 (7S)-(+)-7-O-methylsydonol (7S,11S)-(+)-12-

hydroxysydonic acid 
7-deoxy-7,14-didehydrosydonol 
(S)-(+)-sydonol 

Aspergillus sydowii 184 

 Nigeron A Aspergillus niger 191 
 3 oxylipins 

Cladochromes F and G 
Cladosporium cladosporioides 185 

 Lunalides A and B Diatrype sp. 185 
 Atlantinones A and B Penicillium citreonigrum 186 
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+ Heterologous host transfer 
+ Transcriptomics 

(1R,4R,5S)-guaia-6,10(14)-diene Fusarium fujikuroi 188 

+ Untargeted metabolomics Antibiotic 1656-G 
Antibiotic 3127 

Aspergillus nidulans 192 

TRANSCRIPTOMICS 
 Nidulanin A Aspergillus nidulans 202 
MODIFICATION OF GROWTH ENVIRONMENT 
Interspecies cross-talk 
+ Bioguided purification Pestalone Pestalotia (CNL-365)  

(+ bacterial strain CNJ-328) 
231 

+ Bioguided purification  
+ Purification of crude extract 

4 Mycoalexins Eutypa lata  
(+ Botryosphaeria obtuse) 

78 

+ Purification of crude extract Secopenicillide C Penicillium pinophilum  
(+ Trichoderma harzianum) 

221 

+ Purification of crude extract Subenniatins A and B Fusarium tricinctum  
(+ Fusarium begonia) 

222 

+ Purification of crude extract Macrocapon C 
And 1 derived of anthranilic acid 

Fusarium tricinctum  
(+ Bacillus subtilis) 

225 

+ Purification of crude extract 4″-hydroxysulfoxy-2,2″-dimethylthielavin P 
Its nonsulfated form 
And 3 other related compounds 

Trichophyton rubrum  
(+ Bionectria ochroleuca)  

255 

+ Purification of crude extract Fumiformamide 
N,N0-((1Z,3Z)-1,4-bis(4-methoxyphenyl)buta-
1,3-diene-2,3-diyl)diformamide 

Aspergillus fumigatus  
(+ Streptomyces peucetius) 

223 

+ Purification of crude extract Aspergicin Aspergillus sp.  
(+ another Aspergillus sp.) 

228 

+ Purification of crude extract 8-hydroxy-3-methyl-9-oxo-9H-xanthene-1-
carboxylic acid methyl ether 

Strain No. K38  
(+ strain No. E33) 

229 

+ Purification of crude extract Libertellenone A-D Libertella sp.  
(+ a marine a-proteobacterium) 

230 

 Acremostatins A, B and C Acremonium sp.  
(+ Mycogone rosea) 

224 

+ Purification of crude extract Emericellamides A and B Emericella sp.  
(+ Salinispora arenicola) 

232 

+ Purification of crude extract Glionitrin A Aspergillus fumigatus  
(+ a Sphingomonas bacterial strain) 

233 

+ Purification of crude extract 
+ Genome mining 
+ Transcriptomics 

Fumicycline A and B Aspergillus fumigatus  
(+ Streptomyces rapamycinus) 

226 

+ Computational analysis with 
molecular networks 

2 dimeric phenazines 
And other bioconversions of bacterial 
compounds by the fungus 

Aspergillus fumigatus  
(+ Pseudomonas aeruginosa) 

256 

Modification of physicochemical growth conditions 
+ Bioguided purification New antibiotics Aspergillus parasiticus 29 
+ Purification of crude extract Cytosporones F-I 

Quadriseptin A 
5′-hydroxymonocillin III 

Paraphaeosphaeria quadriseptata 
 
 

234 

+ Purification of crude extract (2E,2'Z)-3,3'-(6,6'-dihydroxybiphenyl-3,3'-
diyl)diacrylic acid 

Spicaria elegans 239 

+ Purification of crude extract Terremides A and B  
Terrelactone A 

Aspergillus terreus 240 

+ Purification of crude extract Sclerotiotides A-K Aspergillus sclerotiorum 241 
+ Purification of crude extract Cladospirones B-I Sphaeropsidales sp. 242 
+ Purification of crude extract Aspernidines A and B Aspergillus nidulans 243 
+ Purification of crude extract Corymbiferone B 7 Penicillium ser. Corymbifera  246 
+ Purification of crude extract Aspoquinolones A-D Aspergillus nidulans 247 
+ Purification of crude extract 
+ Transcriptomics 

Pre-shamixanthone Aspergillus nidulans 249 

+ Purification of crude extract 
+ Transcriptomics 
+ Genome mining 

Sanghaspirodins A and B Aspergillus nidulans 250 

+ Transcriptomics 
+ Genome mining 
+ Proteomics 
+ Phylogenetics 

4 new metabolites Fusarium fujikuroi 244 

 
Table 1. Strategies used for fungal secondary metabolite discovery.  
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